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Symmetry and its spontaneous breaking is a central
theme in modern physics. Perhaps no symmetry is more
fundamental than time-translation symmetry, since time-
translation symmetry underlies both the reproducibility of
experience and, within the standard dynamical frame-
works, the conservation of energy. So it is natural to con-
sider the question, whether time-translation symmetry
might be spontaneously broken in a closed quantum-
mechanical system. That is the question we will consider,
and answer affirmatively, here.

Here we are considering the possibility of time crystals,
analogous to ordinary crystals in space. They represent
spontaneous emergence of a clock within a time-invariant
dynamical system. Classical time crystals are considered in
a companion Letter [1]; here the primary emphasis is on
quantum theory.

Several considerations might seem to make the possi-
bility of quantum time crystals implausible. The
Heisenberg equation of motion for an operator with no
intrinsic time dependence reads

h!j _Oj!i ¼ ih!j½H;O$j!i !
!¼!E

0; (1)

where the last step applies to any eigenstate!E of H. This
seems to preclude the possibility of an order parameter that
could indicate the spontaneous breaking of infinitesimal
time-translation symmetry. Also, the very concept of
‘‘ground state’’ implies the state of lowest energy, but in
any state of definite energy (it seems) the Hamiltonian
must act trivially. Finally, a system with spontaneous
breaking of time-translation symmetry in its ground state
must have some sort of motion in its ground state, and is
therefore perilously close to fitting the definition of a
perpetual motion machine.

Ring particle model.—And yet there is a familiar
physical phenomenon that almost does the job. A super-
conductor, in the right circumstances, can support a stable
current-carrying ground state. Specifically, this occurs if
we have a superconducting ring threaded by a flux that is a
fraction of the flux quantum. If the current is constant then
nothing changes in time, so time-translation symmetry is

not broken, but clearly there is a sense in which something
is moving.
We can display the essence of this situation in a simple

model, that displays its formal structure clearly. Consider
a particle with charge q and unit mass, confined to a
ring of unit radius that is threaded by flux 2!"=q.
The Lagrangian, canonical (angular) momentum, and
Hamiltonian for this system are, respectively,

L ¼ 1
2
_#2 þ " _#; !# ¼ _#þ ";

H ¼ 1
2ð!# ! "Þ2:

(2)

!#, through its role as generator of (angular) translations,
and in view of the Heisenberg commutation relations, is
realized as!i @

@# . Its eigenvalues are integers l, associated

with the states jli ¼ eil#. For these states we have

hlj _#jli ¼ l! "; hljHjli ¼ 1
2ðl! "Þ2: (3)

The lowest energy state will occur for the integer l0 that
makes l! " smallest. If " is not an integer, we will have

hl0j _#jl0i ¼ l0 ! " ! 0: (4)

The case when " is half an odd integer requires special
consideration. In that case we will have two distinct states
j"( 1

2i with the minimum energy. We can clarify the
meaning of that degeneracy by combining two simple
observations. First, that the combined operation Gk of
multiplying wave functions by eik# and changing " !
"þ k, for integer k, in the Lagrangian leaves the dynamics
invariant. Indeed, if we interpret " in L as embodying a
constant gauge potential, Gk is a topologically nontrivial
gauge transformation on the ring, corresponding to
the multiply valued gauge function A ! Aþr",
" ¼ k#=q. Note that the total flux is not invariant under
this topologically nontrivial gauge transformation, which
cannot be extended smoothly off the ring, so L is modi-
fied. Second, that the operation of time-reversal T, imple-
mented by complex conjugation of wave functions, takes
jli ! j! li and leaves the dynamics invariant if simulta-
neously " ! !". Putting these observations together, we
see that the combined operation
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multiplying wave functions by eik# and changing " !
"þ k, for integer k, in the Lagrangian leaves the dynamics
invariant. Indeed, if we interpret " in L as embodying a
constant gauge potential, Gk is a topologically nontrivial
gauge transformation on the ring, corresponding to
the multiply valued gauge function A ! Aþr",
" ¼ k#=q. Note that the total flux is not invariant under
this topologically nontrivial gauge transformation, which
cannot be extended smoothly off the ring, so L is modi-
fied. Second, that the operation of time-reversal T, imple-
mented by complex conjugation of wave functions, takes
jli ! j! li and leaves the dynamics invariant if simulta-
neously " ! !". Putting these observations together, we
see that the combined operation
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Symmetry and its spontaneous breaking is a central
theme in modern physics. Perhaps no symmetry is more
fundamental than time-translation symmetry, since time-
translation symmetry underlies both the reproducibility of
experience and, within the standard dynamical frame-
works, the conservation of energy. So it is natural to con-
sider the question, whether time-translation symmetry
might be spontaneously broken in a closed quantum-
mechanical system. That is the question we will consider,
and answer affirmatively, here.

Here we are considering the possibility of time crystals,
analogous to ordinary crystals in space. They represent
spontaneous emergence of a clock within a time-invariant
dynamical system. Classical time crystals are considered in
a companion Letter [1]; here the primary emphasis is on
quantum theory.

Several considerations might seem to make the possi-
bility of quantum time crystals implausible. The
Heisenberg equation of motion for an operator with no
intrinsic time dependence reads

h!j _Oj!i ¼ ih!j½H;O$j!i !
!¼!E

0; (1)

where the last step applies to any eigenstate!E of H. This
seems to preclude the possibility of an order parameter that
could indicate the spontaneous breaking of infinitesimal
time-translation symmetry. Also, the very concept of
‘‘ground state’’ implies the state of lowest energy, but in
any state of definite energy (it seems) the Hamiltonian
must act trivially. Finally, a system with spontaneous
breaking of time-translation symmetry in its ground state
must have some sort of motion in its ground state, and is
therefore perilously close to fitting the definition of a
perpetual motion machine.

Ring particle model.—And yet there is a familiar
physical phenomenon that almost does the job. A super-
conductor, in the right circumstances, can support a stable
current-carrying ground state. Specifically, this occurs if
we have a superconducting ring threaded by a flux that is a
fraction of the flux quantum. If the current is constant then
nothing changes in time, so time-translation symmetry is

not broken, but clearly there is a sense in which something
is moving.
We can display the essence of this situation in a simple

model, that displays its formal structure clearly. Consider
a particle with charge q and unit mass, confined to a
ring of unit radius that is threaded by flux 2!"=q.
The Lagrangian, canonical (angular) momentum, and
Hamiltonian for this system are, respectively,

L ¼ 1
2
_#2 þ " _#; !# ¼ _#þ ";

H ¼ 1
2ð!# ! "Þ2:

(2)

!#, through its role as generator of (angular) translations,
and in view of the Heisenberg commutation relations, is
realized as!i @

@# . Its eigenvalues are integers l, associated

with the states jli ¼ eil#. For these states we have

hlj _#jli ¼ l! "; hljHjli ¼ 1
2ðl! "Þ2: (3)

The lowest energy state will occur for the integer l0 that
makes l! " smallest. If " is not an integer, we will have

hl0j _#jl0i ¼ l0 ! " ! 0: (4)

The case when " is half an odd integer requires special
consideration. In that case we will have two distinct states
j"( 1

2i with the minimum energy. We can clarify the
meaning of that degeneracy by combining two simple
observations. First, that the combined operation Gk of
multiplying wave functions by eik# and changing " !
"þ k, for integer k, in the Lagrangian leaves the dynamics
invariant. Indeed, if we interpret " in L as embodying a
constant gauge potential, Gk is a topologically nontrivial
gauge transformation on the ring, corresponding to
the multiply valued gauge function A ! Aþr",
" ¼ k#=q. Note that the total flux is not invariant under
this topologically nontrivial gauge transformation, which
cannot be extended smoothly off the ring, so L is modi-
fied. Second, that the operation of time-reversal T, imple-
mented by complex conjugation of wave functions, takes
jli ! j! li and leaves the dynamics invariant if simulta-
neously " ! !". Putting these observations together, we
see that the combined operation
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Symmetry and its spontaneous breaking is a central
theme in modern physics. Perhaps no symmetry is more
fundamental than time-translation symmetry, since time-
translation symmetry underlies both the reproducibility of
experience and, within the standard dynamical frame-
works, the conservation of energy. So it is natural to con-
sider the question, whether time-translation symmetry
might be spontaneously broken in a closed quantum-
mechanical system. That is the question we will consider,
and answer affirmatively, here.

Here we are considering the possibility of time crystals,
analogous to ordinary crystals in space. They represent
spontaneous emergence of a clock within a time-invariant
dynamical system. Classical time crystals are considered in
a companion Letter [1]; here the primary emphasis is on
quantum theory.

Several considerations might seem to make the possi-
bility of quantum time crystals implausible. The
Heisenberg equation of motion for an operator with no
intrinsic time dependence reads

h!j _Oj!i ¼ ih!j½H;O$j!i !
!¼!E

0; (1)

where the last step applies to any eigenstate!E of H. This
seems to preclude the possibility of an order parameter that
could indicate the spontaneous breaking of infinitesimal
time-translation symmetry. Also, the very concept of
‘‘ground state’’ implies the state of lowest energy, but in
any state of definite energy (it seems) the Hamiltonian
must act trivially. Finally, a system with spontaneous
breaking of time-translation symmetry in its ground state
must have some sort of motion in its ground state, and is
therefore perilously close to fitting the definition of a
perpetual motion machine.

Ring particle model.—And yet there is a familiar
physical phenomenon that almost does the job. A super-
conductor, in the right circumstances, can support a stable
current-carrying ground state. Specifically, this occurs if
we have a superconducting ring threaded by a flux that is a
fraction of the flux quantum. If the current is constant then
nothing changes in time, so time-translation symmetry is

not broken, but clearly there is a sense in which something
is moving.
We can display the essence of this situation in a simple

model, that displays its formal structure clearly. Consider
a particle with charge q and unit mass, confined to a
ring of unit radius that is threaded by flux 2!"=q.
The Lagrangian, canonical (angular) momentum, and
Hamiltonian for this system are, respectively,

L ¼ 1
2
_#2 þ " _#; !# ¼ _#þ ";

H ¼ 1
2ð!# ! "Þ2:

(2)

!#, through its role as generator of (angular) translations,
and in view of the Heisenberg commutation relations, is
realized as!i @

@# . Its eigenvalues are integers l, associated

with the states jli ¼ eil#. For these states we have

hlj _#jli ¼ l! "; hljHjli ¼ 1
2ðl! "Þ2: (3)

The lowest energy state will occur for the integer l0 that
makes l! " smallest. If " is not an integer, we will have

hl0j _#jl0i ¼ l0 ! " ! 0: (4)

The case when " is half an odd integer requires special
consideration. In that case we will have two distinct states
j"( 1

2i with the minimum energy. We can clarify the
meaning of that degeneracy by combining two simple
observations. First, that the combined operation Gk of
multiplying wave functions by eik# and changing " !
"þ k, for integer k, in the Lagrangian leaves the dynamics
invariant. Indeed, if we interpret " in L as embodying a
constant gauge potential, Gk is a topologically nontrivial
gauge transformation on the ring, corresponding to
the multiply valued gauge function A ! Aþr",
" ¼ k#=q. Note that the total flux is not invariant under
this topologically nontrivial gauge transformation, which
cannot be extended smoothly off the ring, so L is modi-
fied. Second, that the operation of time-reversal T, imple-
mented by complex conjugation of wave functions, takes
jli ! j! li and leaves the dynamics invariant if simulta-
neously " ! !". Putting these observations together, we
see that the combined operation
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Symmetry and its spontaneous breaking is a central
theme in modern physics. Perhaps no symmetry is more
fundamental than time-translation symmetry, since time-
translation symmetry underlies both the reproducibility of
experience and, within the standard dynamical frame-
works, the conservation of energy. So it is natural to con-
sider the question, whether time-translation symmetry
might be spontaneously broken in a closed quantum-
mechanical system. That is the question we will consider,
and answer affirmatively, here.

Here we are considering the possibility of time crystals,
analogous to ordinary crystals in space. They represent
spontaneous emergence of a clock within a time-invariant
dynamical system. Classical time crystals are considered in
a companion Letter [1]; here the primary emphasis is on
quantum theory.

Several considerations might seem to make the possi-
bility of quantum time crystals implausible. The
Heisenberg equation of motion for an operator with no
intrinsic time dependence reads

h!j _Oj!i ¼ ih!j½H;O$j!i !
!¼!E

0; (1)

where the last step applies to any eigenstate!E of H. This
seems to preclude the possibility of an order parameter that
could indicate the spontaneous breaking of infinitesimal
time-translation symmetry. Also, the very concept of
‘‘ground state’’ implies the state of lowest energy, but in
any state of definite energy (it seems) the Hamiltonian
must act trivially. Finally, a system with spontaneous
breaking of time-translation symmetry in its ground state
must have some sort of motion in its ground state, and is
therefore perilously close to fitting the definition of a
perpetual motion machine.

Ring particle model.—And yet there is a familiar
physical phenomenon that almost does the job. A super-
conductor, in the right circumstances, can support a stable
current-carrying ground state. Specifically, this occurs if
we have a superconducting ring threaded by a flux that is a
fraction of the flux quantum. If the current is constant then
nothing changes in time, so time-translation symmetry is

not broken, but clearly there is a sense in which something
is moving.
We can display the essence of this situation in a simple

model, that displays its formal structure clearly. Consider
a particle with charge q and unit mass, confined to a
ring of unit radius that is threaded by flux 2!"=q.
The Lagrangian, canonical (angular) momentum, and
Hamiltonian for this system are, respectively,

L ¼ 1
2
_#2 þ " _#; !# ¼ _#þ ";

H ¼ 1
2ð!# ! "Þ2:

(2)

!#, through its role as generator of (angular) translations,
and in view of the Heisenberg commutation relations, is
realized as!i @

@# . Its eigenvalues are integers l, associated

with the states jli ¼ eil#. For these states we have

hlj _#jli ¼ l! "; hljHjli ¼ 1
2ðl! "Þ2: (3)

The lowest energy state will occur for the integer l0 that
makes l! " smallest. If " is not an integer, we will have

hl0j _#jl0i ¼ l0 ! " ! 0: (4)

The case when " is half an odd integer requires special
consideration. In that case we will have two distinct states
j"( 1

2i with the minimum energy. We can clarify the
meaning of that degeneracy by combining two simple
observations. First, that the combined operation Gk of
multiplying wave functions by eik# and changing " !
"þ k, for integer k, in the Lagrangian leaves the dynamics
invariant. Indeed, if we interpret " in L as embodying a
constant gauge potential, Gk is a topologically nontrivial
gauge transformation on the ring, corresponding to
the multiply valued gauge function A ! Aþr",
" ¼ k#=q. Note that the total flux is not invariant under
this topologically nontrivial gauge transformation, which
cannot be extended smoothly off the ring, so L is modi-
fied. Second, that the operation of time-reversal T, imple-
mented by complex conjugation of wave functions, takes
jli ! j! li and leaves the dynamics invariant if simulta-
neously " ! !". Putting these observations together, we
see that the combined operation

PRL 109, 160401 (2012)

Selected for a Viewpoint in Physics
PHY S I CA L R EV I EW LE T T E R S

week ending
19 OCTOBER 2012

0031-9007=12=109(16)=160401(5) 160401-1 ! 2012 American Physical Society

is	
  not	
  a	
  legiOmate	
  operator	
  

1

�̇ (1)

This	
  corresponds	
  to	
  wavefuncOon	
  that	
  appear	
  in	
  
suoperconducOng	
  rings	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  persistent	
  current	
  

If	
  current	
  is	
  constant,	
  then	
  nothing	
  changes	
  in	
  ,me!	
  

Time	
  transla,on	
  symmetry	
  is	
  not	
  broken	
  



Soliton	
  model	
  
	
  

1

[H,U(�)] = 0 (1)

|�i = U(�)|0i (2)

� (3)
j

Consider	
  N	
  parOcle	
  on	
  a	
  ring	
  

To make contact with the argument of the previous
section, we need an appropriate notion of locality. We
assume that the particles have an additional integer label,
besides the common angle !, and that the local physical
observables are of finite range in that additional label. One
can imagine an array of separate rings, displaced along an
axis, so that the coordinates of particle j are (!, x ¼ ja).
Note that with this interpretation, the basic interaction is
infinitely long ranged, and would have to be specially
engineered. I will revisit this issue below, after describing
the construction.

An appropriate Hamiltonian is

H ¼
XN

j¼1

1

2
ð"j # #Þ2 # $

N # 1

XN

j!k;1

%ð!j #!kÞ

%
XN

j¼1

1

2
ð"j # #Þ2 þ Vð!1; . . . ;!NÞ; (13)

with the understanding that H acts on periodic functions,
so the % interaction is well defined. (Here the discrete index
appears as a subscript.)

We work in the mean field approximation, taking a
product ansatz

!ð!1; . . . ;!nÞ ¼
YN

j¼1

c ð!jÞ; (14)

and solving an approximate one-body equation for c . To
get such an equation, we define an effective potential

Veff:ð!1; . . . ;!NÞ ¼
XN

j¼1

;

Wð!jÞWð!jÞ ¼
Z Y

k!j

d!kc
'ð!kÞVc ð!kÞ;

(15)

so that

h!jVeff:j!i ¼ h!jVj!i: (16)

Then the effective Schrödinger equation for !,

i
@!

@t
¼

!XN

j¼1

1

2
ð"j # #Þ2 þ Veff:

"
!; (17)

reduces to the one-body nonlinear Schrödinger equation

i
@c

@t
¼ 1

2
ð"! # #Þ2c # $jc j2c (18)

for c .
Consider first the case # ¼ 0. Eq. (18) can be solved for

a stationary state in terms of the Jacobi dn elliptic function,
with

c ð!; tÞ ¼ e#iEtc 0ð!þ &Þ; c 0ð!Þ ¼ rdnðr
ffiffiffiffi
$

p
!; k2Þ;

E ¼ #r2$
!
1# k2

2

"
; (19)

with & a disposable parameter. To fix the parameters k, r
we must impose 2" periodicity in ! and normalize c 0.
Those conditions become

Eðk2Þ ¼
ffiffiffiffi
$

p

2r
; Kðk2Þ ¼ "r

ffiffiffiffi
$

p
(20)

in terms of the complete elliptic integrals Eðk2Þ, Kðk2Þ. We
can solve Eðk2ÞKðk2Þ ¼ "$

2 for k2, given $. The minimum
value of the left-hand side occurs at k ¼ 0 and corresponds
to $ ¼ "

2 . Here dnðu; 0Þ reduces to a constant, and
E ¼ #1=4. As $ increases beyond that value k rapidly
approaches 1, as does Eðk2Þ. dnðu; k2Þ ! sechu and
E ! #$2=8 in that limit. Of course the constant solution
with E ¼ #$=2" exists for any value of $, but when $
exceeds the critical value the inhomogeneous solution is
more favorable energetically. These results have simple
qualitative interpretations. The hyperbolic secant is the
famous soliton of the nonlinear Schrödinger equation on
a line. If that soliton is not too big it can be deformed,
without prohibitive energy cost, to fit on a unit circle. The
parameter & reflects spontaneous breaking of (ordinary)
translation symmetry. Here that breaking is occurring
through a kind of phase separation.
Our Hamiltonian is closely related, formally, to the Lieb-

Liniger model [3], but because we consider ultraweak
(( 1=N) attraction instead of repulsion, the ground state
physics is very different. In general low-dimensional
models of spontaneous symmetry breaking are subject to
derangement by fluctuations [4]. Since our extremely inho-
mogeneous approximate ground state does not support
low-energy, long-wavelength modes (apart from overall
translation, but note that the mass of the lump is growing
with N), it has no serious infrared sensitivity. It would be
interesting to the model with attractive couplings more
deeply, and at finite coupling. In any case, it is not difficult
to realize the same ideas in higher-dimensional models, such
as the Wigner crystal briefly mentioned below (and now
analyzed in depth as a proposed experiment [5]). In finite
systems the correlation time will be finite, of course, but in
interesting cases it becomes very long. Its growth with
system size might, by analogy with more familiar cases
[6], be algebraic rather than exponential for some low-
dimensional systems.
Now since nonzero # can be interpreted as magnetic flux

through the ring, we might anticipate, from Faraday’s law,
that as we turn it on, starting from# ¼ 0, our lump of charge
will feel a simple torque. (Note that since Faraday’s law is a
formal consequence of the mathematics of gauge potentials,
its use does not require additional hypotheses.) We can also
apply ‘‘gauge transformations’’, as in the discussion around
Eq. (5). These observations are reflected mathematically in
the following construction: For any l, we solve

i
@c l

@t
¼ 1

2
ð#i@! # #Þ2c l # $jc lj2c l; (21)
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To make contact with the argument of the previous
section, we need an appropriate notion of locality. We
assume that the particles have an additional integer label,
besides the common angle !, and that the local physical
observables are of finite range in that additional label. One
can imagine an array of separate rings, displaced along an
axis, so that the coordinates of particle j are (!, x ¼ ja).
Note that with this interpretation, the basic interaction is
infinitely long ranged, and would have to be specially
engineered. I will revisit this issue below, after describing
the construction.

An appropriate Hamiltonian is

H ¼
XN

j¼1

1

2
ð"j # #Þ2 # $
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j!k;1

%ð!j #!kÞ
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XN

j¼1

1

2
ð"j # #Þ2 þ Vð!1; . . . ;!NÞ; (13)

with the understanding that H acts on periodic functions,
so the % interaction is well defined. (Here the discrete index
appears as a subscript.)

We work in the mean field approximation, taking a
product ansatz

!ð!1; . . . ;!nÞ ¼
YN

j¼1

c ð!jÞ; (14)

and solving an approximate one-body equation for c . To
get such an equation, we define an effective potential

Veff:ð!1; . . . ;!NÞ ¼
XN

j¼1

;

Wð!jÞWð!jÞ ¼
Z Y

k!j

d!kc
'ð!kÞVc ð!kÞ;

(15)

so that

h!jVeff:j!i ¼ h!jVj!i: (16)

Then the effective Schrödinger equation for !,
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¼

!XN

j¼1

1
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!; (17)

reduces to the one-body nonlinear Schrödinger equation
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@t
¼ 1

2
ð"! # #Þ2c # $jc j2c (18)

for c .
Consider first the case # ¼ 0. Eq. (18) can be solved for

a stationary state in terms of the Jacobi dn elliptic function,
with

c ð!; tÞ ¼ e#iEtc 0ð!þ &Þ; c 0ð!Þ ¼ rdnðr
ffiffiffiffi
$
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E ¼ #r2$
!
1# k2

2

"
; (19)

with & a disposable parameter. To fix the parameters k, r
we must impose 2" periodicity in ! and normalize c 0.
Those conditions become
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ffiffiffiffi
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in terms of the complete elliptic integrals Eðk2Þ, Kðk2Þ. We
can solve Eðk2ÞKðk2Þ ¼ "$

2 for k2, given $. The minimum
value of the left-hand side occurs at k ¼ 0 and corresponds
to $ ¼ "

2 . Here dnðu; 0Þ reduces to a constant, and
E ¼ #1=4. As $ increases beyond that value k rapidly
approaches 1, as does Eðk2Þ. dnðu; k2Þ ! sechu and
E ! #$2=8 in that limit. Of course the constant solution
with E ¼ #$=2" exists for any value of $, but when $
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more favorable energetically. These results have simple
qualitative interpretations. The hyperbolic secant is the
famous soliton of the nonlinear Schrödinger equation on
a line. If that soliton is not too big it can be deformed,
without prohibitive energy cost, to fit on a unit circle. The
parameter & reflects spontaneous breaking of (ordinary)
translation symmetry. Here that breaking is occurring
through a kind of phase separation.
Our Hamiltonian is closely related, formally, to the Lieb-

Liniger model [3], but because we consider ultraweak
(( 1=N) attraction instead of repulsion, the ground state
physics is very different. In general low-dimensional
models of spontaneous symmetry breaking are subject to
derangement by fluctuations [4]. Since our extremely inho-
mogeneous approximate ground state does not support
low-energy, long-wavelength modes (apart from overall
translation, but note that the mass of the lump is growing
with N), it has no serious infrared sensitivity. It would be
interesting to the model with attractive couplings more
deeply, and at finite coupling. In any case, it is not difficult
to realize the same ideas in higher-dimensional models, such
as the Wigner crystal briefly mentioned below (and now
analyzed in depth as a proposed experiment [5]). In finite
systems the correlation time will be finite, of course, but in
interesting cases it becomes very long. Its growth with
system size might, by analogy with more familiar cases
[6], be algebraic rather than exponential for some low-
dimensional systems.
Now since nonzero # can be interpreted as magnetic flux

through the ring, we might anticipate, from Faraday’s law,
that as we turn it on, starting from# ¼ 0, our lump of charge
will feel a simple torque. (Note that since Faraday’s law is a
formal consequence of the mathematics of gauge potentials,
its use does not require additional hypotheses.) We can also
apply ‘‘gauge transformations’’, as in the discussion around
Eq. (5). These observations are reflected mathematically in
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To make contact with the argument of the previous
section, we need an appropriate notion of locality. We
assume that the particles have an additional integer label,
besides the common angle !, and that the local physical
observables are of finite range in that additional label. One
can imagine an array of separate rings, displaced along an
axis, so that the coordinates of particle j are (!, x ¼ ja).
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@c

@t
¼ 1

2
ð"! # #Þ2c # $jc j2c (18)

for c .
Consider first the case # ¼ 0. Eq. (18) can be solved for

a stationary state in terms of the Jacobi dn elliptic function,
with

c ð!; tÞ ¼ e#iEtc 0ð!þ &Þ; c 0ð!Þ ¼ rdnðr
ffiffiffiffi
$

p
!; k2Þ;

E ¼ #r2$
!
1# k2

2

"
; (19)

with & a disposable parameter. To fix the parameters k, r
we must impose 2" periodicity in ! and normalize c 0.
Those conditions become

Eðk2Þ ¼
ffiffiffiffi
$

p

2r
; Kðk2Þ ¼ "r

ffiffiffiffi
$

p
(20)

in terms of the complete elliptic integrals Eðk2Þ, Kðk2Þ. We
can solve Eðk2ÞKðk2Þ ¼ "$

2 for k2, given $. The minimum
value of the left-hand side occurs at k ¼ 0 and corresponds
to $ ¼ "

2 . Here dnðu; 0Þ reduces to a constant, and
E ¼ #1=4. As $ increases beyond that value k rapidly
approaches 1, as does Eðk2Þ. dnðu; k2Þ ! sechu and
E ! #$2=8 in that limit. Of course the constant solution
with E ¼ #$=2" exists for any value of $, but when $
exceeds the critical value the inhomogeneous solution is
more favorable energetically. These results have simple
qualitative interpretations. The hyperbolic secant is the
famous soliton of the nonlinear Schrödinger equation on
a line. If that soliton is not too big it can be deformed,
without prohibitive energy cost, to fit on a unit circle. The
parameter & reflects spontaneous breaking of (ordinary)
translation symmetry. Here that breaking is occurring
through a kind of phase separation.
Our Hamiltonian is closely related, formally, to the Lieb-

Liniger model [3], but because we consider ultraweak
(( 1=N) attraction instead of repulsion, the ground state
physics is very different. In general low-dimensional
models of spontaneous symmetry breaking are subject to
derangement by fluctuations [4]. Since our extremely inho-
mogeneous approximate ground state does not support
low-energy, long-wavelength modes (apart from overall
translation, but note that the mass of the lump is growing
with N), it has no serious infrared sensitivity. It would be
interesting to the model with attractive couplings more
deeply, and at finite coupling. In any case, it is not difficult
to realize the same ideas in higher-dimensional models, such
as the Wigner crystal briefly mentioned below (and now
analyzed in depth as a proposed experiment [5]). In finite
systems the correlation time will be finite, of course, but in
interesting cases it becomes very long. Its growth with
system size might, by analogy with more familiar cases
[6], be algebraic rather than exponential for some low-
dimensional systems.
Now since nonzero # can be interpreted as magnetic flux

through the ring, we might anticipate, from Faraday’s law,
that as we turn it on, starting from# ¼ 0, our lump of charge
will feel a simple torque. (Note that since Faraday’s law is a
formal consequence of the mathematics of gauge potentials,
its use does not require additional hypotheses.) We can also
apply ‘‘gauge transformations’’, as in the discussion around
Eq. (5). These observations are reflected mathematically in
the following construction: For any l, we solve

i
@c l

@t
¼ 1

2
ð#i@! # #Þ2c l # $jc lj2c l; (21)
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To make contact with the argument of the previous
section, we need an appropriate notion of locality. We
assume that the particles have an additional integer label,
besides the common angle !, and that the local physical
observables are of finite range in that additional label. One
can imagine an array of separate rings, displaced along an
axis, so that the coordinates of particle j are (!, x ¼ ja).
Note that with this interpretation, the basic interaction is
infinitely long ranged, and would have to be specially
engineered. I will revisit this issue below, after describing
the construction.

An appropriate Hamiltonian is

H ¼
XN

j¼1

1

2
ð"j # #Þ2 # $

N # 1

XN

j!k;1

%ð!j #!kÞ

%
XN

j¼1

1

2
ð"j # #Þ2 þ Vð!1; . . . ;!NÞ; (13)

with the understanding that H acts on periodic functions,
so the % interaction is well defined. (Here the discrete index
appears as a subscript.)

We work in the mean field approximation, taking a
product ansatz

!ð!1; . . . ;!nÞ ¼
YN

j¼1

c ð!jÞ; (14)

and solving an approximate one-body equation for c . To
get such an equation, we define an effective potential

Veff:ð!1; . . . ;!NÞ ¼
XN

j¼1

;

Wð!jÞWð!jÞ ¼
Z Y

k!j

d!kc
'ð!kÞVc ð!kÞ;

(15)

so that

h!jVeff:j!i ¼ h!jVj!i: (16)

Then the effective Schrödinger equation for !,

i
@!

@t
¼

!XN

j¼1

1

2
ð"j # #Þ2 þ Veff:

"
!; (17)

reduces to the one-body nonlinear Schrödinger equation

i
@c

@t
¼ 1

2
ð"! # #Þ2c # $jc j2c (18)

for c .
Consider first the case # ¼ 0. Eq. (18) can be solved for

a stationary state in terms of the Jacobi dn elliptic function,
with

c ð!; tÞ ¼ e#iEtc 0ð!þ &Þ; c 0ð!Þ ¼ rdnðr
ffiffiffiffi
$

p
!; k2Þ;

E ¼ #r2$
!
1# k2

2

"
; (19)

with & a disposable parameter. To fix the parameters k, r
we must impose 2" periodicity in ! and normalize c 0.
Those conditions become

Eðk2Þ ¼
ffiffiffiffi
$

p

2r
; Kðk2Þ ¼ "r

ffiffiffiffi
$

p
(20)

in terms of the complete elliptic integrals Eðk2Þ, Kðk2Þ. We
can solve Eðk2ÞKðk2Þ ¼ "$

2 for k2, given $. The minimum
value of the left-hand side occurs at k ¼ 0 and corresponds
to $ ¼ "

2 . Here dnðu; 0Þ reduces to a constant, and
E ¼ #1=4. As $ increases beyond that value k rapidly
approaches 1, as does Eðk2Þ. dnðu; k2Þ ! sechu and
E ! #$2=8 in that limit. Of course the constant solution
with E ¼ #$=2" exists for any value of $, but when $
exceeds the critical value the inhomogeneous solution is
more favorable energetically. These results have simple
qualitative interpretations. The hyperbolic secant is the
famous soliton of the nonlinear Schrödinger equation on
a line. If that soliton is not too big it can be deformed,
without prohibitive energy cost, to fit on a unit circle. The
parameter & reflects spontaneous breaking of (ordinary)
translation symmetry. Here that breaking is occurring
through a kind of phase separation.
Our Hamiltonian is closely related, formally, to the Lieb-

Liniger model [3], but because we consider ultraweak
(( 1=N) attraction instead of repulsion, the ground state
physics is very different. In general low-dimensional
models of spontaneous symmetry breaking are subject to
derangement by fluctuations [4]. Since our extremely inho-
mogeneous approximate ground state does not support
low-energy, long-wavelength modes (apart from overall
translation, but note that the mass of the lump is growing
with N), it has no serious infrared sensitivity. It would be
interesting to the model with attractive couplings more
deeply, and at finite coupling. In any case, it is not difficult
to realize the same ideas in higher-dimensional models, such
as the Wigner crystal briefly mentioned below (and now
analyzed in depth as a proposed experiment [5]). In finite
systems the correlation time will be finite, of course, but in
interesting cases it becomes very long. Its growth with
system size might, by analogy with more familiar cases
[6], be algebraic rather than exponential for some low-
dimensional systems.
Now since nonzero # can be interpreted as magnetic flux

through the ring, we might anticipate, from Faraday’s law,
that as we turn it on, starting from# ¼ 0, our lump of charge
will feel a simple torque. (Note that since Faraday’s law is a
formal consequence of the mathematics of gauge potentials,
its use does not require additional hypotheses.) We can also
apply ‘‘gauge transformations’’, as in the discussion around
Eq. (5). These observations are reflected mathematically in
the following construction: For any l, we solve

i
@c l

@t
¼ 1

2
ð#i@! # #Þ2c l # $jc lj2c l; (21)
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To make contact with the argument of the previous
section, we need an appropriate notion of locality. We
assume that the particles have an additional integer label,
besides the common angle !, and that the local physical
observables are of finite range in that additional label. One
can imagine an array of separate rings, displaced along an
axis, so that the coordinates of particle j are (!, x ¼ ja).
Note that with this interpretation, the basic interaction is
infinitely long ranged, and would have to be specially
engineered. I will revisit this issue below, after describing
the construction.

An appropriate Hamiltonian is

H ¼
XN

j¼1

1

2
ð"j # #Þ2 # $

N # 1

XN

j!k;1

%ð!j #!kÞ

%
XN

j¼1

1

2
ð"j # #Þ2 þ Vð!1; . . . ;!NÞ; (13)

with the understanding that H acts on periodic functions,
so the % interaction is well defined. (Here the discrete index
appears as a subscript.)

We work in the mean field approximation, taking a
product ansatz

!ð!1; . . . ;!nÞ ¼
YN

j¼1

c ð!jÞ; (14)

and solving an approximate one-body equation for c . To
get such an equation, we define an effective potential

Veff:ð!1; . . . ;!NÞ ¼
XN

j¼1

;

Wð!jÞWð!jÞ ¼
Z Y

k!j

d!kc
'ð!kÞVc ð!kÞ;

(15)

so that

h!jVeff:j!i ¼ h!jVj!i: (16)

Then the effective Schrödinger equation for !,

i
@!

@t
¼

!XN

j¼1

1

2
ð"j # #Þ2 þ Veff:

"
!; (17)

reduces to the one-body nonlinear Schrödinger equation

i
@c

@t
¼ 1

2
ð"! # #Þ2c # $jc j2c (18)

for c .
Consider first the case # ¼ 0. Eq. (18) can be solved for

a stationary state in terms of the Jacobi dn elliptic function,
with

c ð!; tÞ ¼ e#iEtc 0ð!þ &Þ; c 0ð!Þ ¼ rdnðr
ffiffiffiffi
$

p
!; k2Þ;

E ¼ #r2$
!
1# k2

2

"
; (19)

with & a disposable parameter. To fix the parameters k, r
we must impose 2" periodicity in ! and normalize c 0.
Those conditions become

Eðk2Þ ¼
ffiffiffiffi
$

p

2r
; Kðk2Þ ¼ "r

ffiffiffiffi
$

p
(20)

in terms of the complete elliptic integrals Eðk2Þ, Kðk2Þ. We
can solve Eðk2ÞKðk2Þ ¼ "$

2 for k2, given $. The minimum
value of the left-hand side occurs at k ¼ 0 and corresponds
to $ ¼ "

2 . Here dnðu; 0Þ reduces to a constant, and
E ¼ #1=4. As $ increases beyond that value k rapidly
approaches 1, as does Eðk2Þ. dnðu; k2Þ ! sechu and
E ! #$2=8 in that limit. Of course the constant solution
with E ¼ #$=2" exists for any value of $, but when $
exceeds the critical value the inhomogeneous solution is
more favorable energetically. These results have simple
qualitative interpretations. The hyperbolic secant is the
famous soliton of the nonlinear Schrödinger equation on
a line. If that soliton is not too big it can be deformed,
without prohibitive energy cost, to fit on a unit circle. The
parameter & reflects spontaneous breaking of (ordinary)
translation symmetry. Here that breaking is occurring
through a kind of phase separation.
Our Hamiltonian is closely related, formally, to the Lieb-

Liniger model [3], but because we consider ultraweak
(( 1=N) attraction instead of repulsion, the ground state
physics is very different. In general low-dimensional
models of spontaneous symmetry breaking are subject to
derangement by fluctuations [4]. Since our extremely inho-
mogeneous approximate ground state does not support
low-energy, long-wavelength modes (apart from overall
translation, but note that the mass of the lump is growing
with N), it has no serious infrared sensitivity. It would be
interesting to the model with attractive couplings more
deeply, and at finite coupling. In any case, it is not difficult
to realize the same ideas in higher-dimensional models, such
as the Wigner crystal briefly mentioned below (and now
analyzed in depth as a proposed experiment [5]). In finite
systems the correlation time will be finite, of course, but in
interesting cases it becomes very long. Its growth with
system size might, by analogy with more familiar cases
[6], be algebraic rather than exponential for some low-
dimensional systems.
Now since nonzero # can be interpreted as magnetic flux

through the ring, we might anticipate, from Faraday’s law,
that as we turn it on, starting from# ¼ 0, our lump of charge
will feel a simple torque. (Note that since Faraday’s law is a
formal consequence of the mathematics of gauge potentials,
its use does not require additional hypotheses.) We can also
apply ‘‘gauge transformations’’, as in the discussion around
Eq. (5). These observations are reflected mathematically in
the following construction: For any l, we solve

i
@c l

@t
¼ 1

2
ð#i@! # #Þ2c l # $jc lj2c l; (21)
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To make contact with the argument of the previous
section, we need an appropriate notion of locality. We
assume that the particles have an additional integer label,
besides the common angle !, and that the local physical
observables are of finite range in that additional label. One
can imagine an array of separate rings, displaced along an
axis, so that the coordinates of particle j are (!, x ¼ ja).
Note that with this interpretation, the basic interaction is
infinitely long ranged, and would have to be specially
engineered. I will revisit this issue below, after describing
the construction.

An appropriate Hamiltonian is

H ¼
XN

j¼1

1

2
ð"j # #Þ2 # $

N # 1

XN

j!k;1

%ð!j #!kÞ

%
XN

j¼1

1

2
ð"j # #Þ2 þ Vð!1; . . . ;!NÞ; (13)

with the understanding that H acts on periodic functions,
so the % interaction is well defined. (Here the discrete index
appears as a subscript.)

We work in the mean field approximation, taking a
product ansatz

!ð!1; . . . ;!nÞ ¼
YN

j¼1

c ð!jÞ; (14)

and solving an approximate one-body equation for c . To
get such an equation, we define an effective potential

Veff:ð!1; . . . ;!NÞ ¼
XN

j¼1

;

Wð!jÞWð!jÞ ¼
Z Y

k!j

d!kc
'ð!kÞVc ð!kÞ;

(15)

so that

h!jVeff:j!i ¼ h!jVj!i: (16)

Then the effective Schrödinger equation for !,

i
@!

@t
¼

!XN

j¼1

1

2
ð"j # #Þ2 þ Veff:

"
!; (17)

reduces to the one-body nonlinear Schrödinger equation

i
@c

@t
¼ 1

2
ð"! # #Þ2c # $jc j2c (18)

for c .
Consider first the case # ¼ 0. Eq. (18) can be solved for

a stationary state in terms of the Jacobi dn elliptic function,
with

c ð!; tÞ ¼ e#iEtc 0ð!þ &Þ; c 0ð!Þ ¼ rdnðr
ffiffiffiffi
$

p
!; k2Þ;

E ¼ #r2$
!
1# k2

2

"
; (19)

with & a disposable parameter. To fix the parameters k, r
we must impose 2" periodicity in ! and normalize c 0.
Those conditions become

Eðk2Þ ¼
ffiffiffiffi
$

p

2r
; Kðk2Þ ¼ "r

ffiffiffiffi
$

p
(20)

in terms of the complete elliptic integrals Eðk2Þ, Kðk2Þ. We
can solve Eðk2ÞKðk2Þ ¼ "$

2 for k2, given $. The minimum
value of the left-hand side occurs at k ¼ 0 and corresponds
to $ ¼ "

2 . Here dnðu; 0Þ reduces to a constant, and
E ¼ #1=4. As $ increases beyond that value k rapidly
approaches 1, as does Eðk2Þ. dnðu; k2Þ ! sechu and
E ! #$2=8 in that limit. Of course the constant solution
with E ¼ #$=2" exists for any value of $, but when $
exceeds the critical value the inhomogeneous solution is
more favorable energetically. These results have simple
qualitative interpretations. The hyperbolic secant is the
famous soliton of the nonlinear Schrödinger equation on
a line. If that soliton is not too big it can be deformed,
without prohibitive energy cost, to fit on a unit circle. The
parameter & reflects spontaneous breaking of (ordinary)
translation symmetry. Here that breaking is occurring
through a kind of phase separation.
Our Hamiltonian is closely related, formally, to the Lieb-

Liniger model [3], but because we consider ultraweak
(( 1=N) attraction instead of repulsion, the ground state
physics is very different. In general low-dimensional
models of spontaneous symmetry breaking are subject to
derangement by fluctuations [4]. Since our extremely inho-
mogeneous approximate ground state does not support
low-energy, long-wavelength modes (apart from overall
translation, but note that the mass of the lump is growing
with N), it has no serious infrared sensitivity. It would be
interesting to the model with attractive couplings more
deeply, and at finite coupling. In any case, it is not difficult
to realize the same ideas in higher-dimensional models, such
as the Wigner crystal briefly mentioned below (and now
analyzed in depth as a proposed experiment [5]). In finite
systems the correlation time will be finite, of course, but in
interesting cases it becomes very long. Its growth with
system size might, by analogy with more familiar cases
[6], be algebraic rather than exponential for some low-
dimensional systems.
Now since nonzero # can be interpreted as magnetic flux

through the ring, we might anticipate, from Faraday’s law,
that as we turn it on, starting from# ¼ 0, our lump of charge
will feel a simple torque. (Note that since Faraday’s law is a
formal consequence of the mathematics of gauge potentials,
its use does not require additional hypotheses.) We can also
apply ‘‘gauge transformations’’, as in the discussion around
Eq. (5). These observations are reflected mathematically in
the following construction: For any l, we solve

i
@c l

@t
¼ 1

2
ð#i@! # #Þ2c l # $jc lj2c l; (21)
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To make contact with the argument of the previous
section, we need an appropriate notion of locality. We
assume that the particles have an additional integer label,
besides the common angle !, and that the local physical
observables are of finite range in that additional label. One
can imagine an array of separate rings, displaced along an
axis, so that the coordinates of particle j are (!, x ¼ ja).
Note that with this interpretation, the basic interaction is
infinitely long ranged, and would have to be specially
engineered. I will revisit this issue below, after describing
the construction.

An appropriate Hamiltonian is

H ¼
XN

j¼1

1

2
ð"j # #Þ2 # $

N # 1

XN

j!k;1

%ð!j #!kÞ

%
XN

j¼1

1

2
ð"j # #Þ2 þ Vð!1; . . . ;!NÞ; (13)

with the understanding that H acts on periodic functions,
so the % interaction is well defined. (Here the discrete index
appears as a subscript.)

We work in the mean field approximation, taking a
product ansatz

!ð!1; . . . ;!nÞ ¼
YN

j¼1

c ð!jÞ; (14)

and solving an approximate one-body equation for c . To
get such an equation, we define an effective potential

Veff:ð!1; . . . ;!NÞ ¼
XN

j¼1

;

Wð!jÞWð!jÞ ¼
Z Y

k!j

d!kc
'ð!kÞVc ð!kÞ;

(15)

so that

h!jVeff:j!i ¼ h!jVj!i: (16)

Then the effective Schrödinger equation for !,

i
@!

@t
¼

!XN

j¼1

1

2
ð"j # #Þ2 þ Veff:

"
!; (17)

reduces to the one-body nonlinear Schrödinger equation

i
@c

@t
¼ 1

2
ð"! # #Þ2c # $jc j2c (18)

for c .
Consider first the case # ¼ 0. Eq. (18) can be solved for

a stationary state in terms of the Jacobi dn elliptic function,
with

c ð!; tÞ ¼ e#iEtc 0ð!þ &Þ; c 0ð!Þ ¼ rdnðr
ffiffiffiffi
$

p
!; k2Þ;

E ¼ #r2$
!
1# k2

2

"
; (19)

with & a disposable parameter. To fix the parameters k, r
we must impose 2" periodicity in ! and normalize c 0.
Those conditions become

Eðk2Þ ¼
ffiffiffiffi
$

p

2r
; Kðk2Þ ¼ "r

ffiffiffiffi
$

p
(20)

in terms of the complete elliptic integrals Eðk2Þ, Kðk2Þ. We
can solve Eðk2ÞKðk2Þ ¼ "$

2 for k2, given $. The minimum
value of the left-hand side occurs at k ¼ 0 and corresponds
to $ ¼ "

2 . Here dnðu; 0Þ reduces to a constant, and
E ¼ #1=4. As $ increases beyond that value k rapidly
approaches 1, as does Eðk2Þ. dnðu; k2Þ ! sechu and
E ! #$2=8 in that limit. Of course the constant solution
with E ¼ #$=2" exists for any value of $, but when $
exceeds the critical value the inhomogeneous solution is
more favorable energetically. These results have simple
qualitative interpretations. The hyperbolic secant is the
famous soliton of the nonlinear Schrödinger equation on
a line. If that soliton is not too big it can be deformed,
without prohibitive energy cost, to fit on a unit circle. The
parameter & reflects spontaneous breaking of (ordinary)
translation symmetry. Here that breaking is occurring
through a kind of phase separation.
Our Hamiltonian is closely related, formally, to the Lieb-

Liniger model [3], but because we consider ultraweak
(( 1=N) attraction instead of repulsion, the ground state
physics is very different. In general low-dimensional
models of spontaneous symmetry breaking are subject to
derangement by fluctuations [4]. Since our extremely inho-
mogeneous approximate ground state does not support
low-energy, long-wavelength modes (apart from overall
translation, but note that the mass of the lump is growing
with N), it has no serious infrared sensitivity. It would be
interesting to the model with attractive couplings more
deeply, and at finite coupling. In any case, it is not difficult
to realize the same ideas in higher-dimensional models, such
as the Wigner crystal briefly mentioned below (and now
analyzed in depth as a proposed experiment [5]). In finite
systems the correlation time will be finite, of course, but in
interesting cases it becomes very long. Its growth with
system size might, by analogy with more familiar cases
[6], be algebraic rather than exponential for some low-
dimensional systems.
Now since nonzero # can be interpreted as magnetic flux

through the ring, we might anticipate, from Faraday’s law,
that as we turn it on, starting from# ¼ 0, our lump of charge
will feel a simple torque. (Note that since Faraday’s law is a
formal consequence of the mathematics of gauge potentials,
its use does not require additional hypotheses.) We can also
apply ‘‘gauge transformations’’, as in the discussion around
Eq. (5). These observations are reflected mathematically in
the following construction: For any l, we solve

i
@c l

@t
¼ 1

2
ð#i@! # #Þ2c l # $jc lj2c l; (21)
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To make contact with the argument of the previous
section, we need an appropriate notion of locality. We
assume that the particles have an additional integer label,
besides the common angle !, and that the local physical
observables are of finite range in that additional label. One
can imagine an array of separate rings, displaced along an
axis, so that the coordinates of particle j are (!, x ¼ ja).
Note that with this interpretation, the basic interaction is
infinitely long ranged, and would have to be specially
engineered. I will revisit this issue below, after describing
the construction.

An appropriate Hamiltonian is

H ¼
XN

j¼1

1

2
ð"j # #Þ2 # $

N # 1

XN

j!k;1

%ð!j #!kÞ

%
XN

j¼1

1

2
ð"j # #Þ2 þ Vð!1; . . . ;!NÞ; (13)

with the understanding that H acts on periodic functions,
so the % interaction is well defined. (Here the discrete index
appears as a subscript.)

We work in the mean field approximation, taking a
product ansatz

!ð!1; . . . ;!nÞ ¼
YN

j¼1

c ð!jÞ; (14)

and solving an approximate one-body equation for c . To
get such an equation, we define an effective potential

Veff:ð!1; . . . ;!NÞ ¼
XN

j¼1

;

Wð!jÞWð!jÞ ¼
Z Y

k!j

d!kc
'ð!kÞVc ð!kÞ;

(15)

so that

h!jVeff:j!i ¼ h!jVj!i: (16)

Then the effective Schrödinger equation for !,

i
@!

@t
¼

!XN

j¼1

1

2
ð"j # #Þ2 þ Veff:

"
!; (17)

reduces to the one-body nonlinear Schrödinger equation

i
@c

@t
¼ 1

2
ð"! # #Þ2c # $jc j2c (18)

for c .
Consider first the case # ¼ 0. Eq. (18) can be solved for

a stationary state in terms of the Jacobi dn elliptic function,
with

c ð!; tÞ ¼ e#iEtc 0ð!þ &Þ; c 0ð!Þ ¼ rdnðr
ffiffiffiffi
$

p
!; k2Þ;

E ¼ #r2$
!
1# k2

2

"
; (19)

with & a disposable parameter. To fix the parameters k, r
we must impose 2" periodicity in ! and normalize c 0.
Those conditions become

Eðk2Þ ¼
ffiffiffiffi
$

p

2r
; Kðk2Þ ¼ "r

ffiffiffiffi
$

p
(20)

in terms of the complete elliptic integrals Eðk2Þ, Kðk2Þ. We
can solve Eðk2ÞKðk2Þ ¼ "$

2 for k2, given $. The minimum
value of the left-hand side occurs at k ¼ 0 and corresponds
to $ ¼ "

2 . Here dnðu; 0Þ reduces to a constant, and
E ¼ #1=4. As $ increases beyond that value k rapidly
approaches 1, as does Eðk2Þ. dnðu; k2Þ ! sechu and
E ! #$2=8 in that limit. Of course the constant solution
with E ¼ #$=2" exists for any value of $, but when $
exceeds the critical value the inhomogeneous solution is
more favorable energetically. These results have simple
qualitative interpretations. The hyperbolic secant is the
famous soliton of the nonlinear Schrödinger equation on
a line. If that soliton is not too big it can be deformed,
without prohibitive energy cost, to fit on a unit circle. The
parameter & reflects spontaneous breaking of (ordinary)
translation symmetry. Here that breaking is occurring
through a kind of phase separation.
Our Hamiltonian is closely related, formally, to the Lieb-

Liniger model [3], but because we consider ultraweak
(( 1=N) attraction instead of repulsion, the ground state
physics is very different. In general low-dimensional
models of spontaneous symmetry breaking are subject to
derangement by fluctuations [4]. Since our extremely inho-
mogeneous approximate ground state does not support
low-energy, long-wavelength modes (apart from overall
translation, but note that the mass of the lump is growing
with N), it has no serious infrared sensitivity. It would be
interesting to the model with attractive couplings more
deeply, and at finite coupling. In any case, it is not difficult
to realize the same ideas in higher-dimensional models, such
as the Wigner crystal briefly mentioned below (and now
analyzed in depth as a proposed experiment [5]). In finite
systems the correlation time will be finite, of course, but in
interesting cases it becomes very long. Its growth with
system size might, by analogy with more familiar cases
[6], be algebraic rather than exponential for some low-
dimensional systems.
Now since nonzero # can be interpreted as magnetic flux

through the ring, we might anticipate, from Faraday’s law,
that as we turn it on, starting from# ¼ 0, our lump of charge
will feel a simple torque. (Note that since Faraday’s law is a
formal consequence of the mathematics of gauge potentials,
its use does not require additional hypotheses.) We can also
apply ‘‘gauge transformations’’, as in the discussion around
Eq. (5). These observations are reflected mathematically in
the following construction: For any l, we solve

i
@c l

@t
¼ 1

2
ð#i@! # #Þ2c l # $jc lj2c l; (21)
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To make contact with the argument of the previous
section, we need an appropriate notion of locality. We
assume that the particles have an additional integer label,
besides the common angle !, and that the local physical
observables are of finite range in that additional label. One
can imagine an array of separate rings, displaced along an
axis, so that the coordinates of particle j are (!, x ¼ ja).
Note that with this interpretation, the basic interaction is
infinitely long ranged, and would have to be specially
engineered. I will revisit this issue below, after describing
the construction.

An appropriate Hamiltonian is

H ¼
XN

j¼1

1

2
ð"j # #Þ2 # $

N # 1

XN

j!k;1

%ð!j #!kÞ

%
XN

j¼1

1

2
ð"j # #Þ2 þ Vð!1; . . . ;!NÞ; (13)

with the understanding that H acts on periodic functions,
so the % interaction is well defined. (Here the discrete index
appears as a subscript.)

We work in the mean field approximation, taking a
product ansatz

!ð!1; . . . ;!nÞ ¼
YN

j¼1

c ð!jÞ; (14)

and solving an approximate one-body equation for c . To
get such an equation, we define an effective potential

Veff:ð!1; . . . ;!NÞ ¼
XN

j¼1

;

Wð!jÞWð!jÞ ¼
Z Y

k!j

d!kc
'ð!kÞVc ð!kÞ;

(15)

so that

h!jVeff:j!i ¼ h!jVj!i: (16)

Then the effective Schrödinger equation for !,

i
@!

@t
¼

!XN

j¼1

1

2
ð"j # #Þ2 þ Veff:

"
!; (17)

reduces to the one-body nonlinear Schrödinger equation

i
@c

@t
¼ 1

2
ð"! # #Þ2c # $jc j2c (18)

for c .
Consider first the case # ¼ 0. Eq. (18) can be solved for

a stationary state in terms of the Jacobi dn elliptic function,
with

c ð!; tÞ ¼ e#iEtc 0ð!þ &Þ; c 0ð!Þ ¼ rdnðr
ffiffiffiffi
$

p
!; k2Þ;

E ¼ #r2$
!
1# k2

2

"
; (19)

with & a disposable parameter. To fix the parameters k, r
we must impose 2" periodicity in ! and normalize c 0.
Those conditions become

Eðk2Þ ¼
ffiffiffiffi
$

p

2r
; Kðk2Þ ¼ "r

ffiffiffiffi
$

p
(20)

in terms of the complete elliptic integrals Eðk2Þ, Kðk2Þ. We
can solve Eðk2ÞKðk2Þ ¼ "$

2 for k2, given $. The minimum
value of the left-hand side occurs at k ¼ 0 and corresponds
to $ ¼ "

2 . Here dnðu; 0Þ reduces to a constant, and
E ¼ #1=4. As $ increases beyond that value k rapidly
approaches 1, as does Eðk2Þ. dnðu; k2Þ ! sechu and
E ! #$2=8 in that limit. Of course the constant solution
with E ¼ #$=2" exists for any value of $, but when $
exceeds the critical value the inhomogeneous solution is
more favorable energetically. These results have simple
qualitative interpretations. The hyperbolic secant is the
famous soliton of the nonlinear Schrödinger equation on
a line. If that soliton is not too big it can be deformed,
without prohibitive energy cost, to fit on a unit circle. The
parameter & reflects spontaneous breaking of (ordinary)
translation symmetry. Here that breaking is occurring
through a kind of phase separation.
Our Hamiltonian is closely related, formally, to the Lieb-

Liniger model [3], but because we consider ultraweak
(( 1=N) attraction instead of repulsion, the ground state
physics is very different. In general low-dimensional
models of spontaneous symmetry breaking are subject to
derangement by fluctuations [4]. Since our extremely inho-
mogeneous approximate ground state does not support
low-energy, long-wavelength modes (apart from overall
translation, but note that the mass of the lump is growing
with N), it has no serious infrared sensitivity. It would be
interesting to the model with attractive couplings more
deeply, and at finite coupling. In any case, it is not difficult
to realize the same ideas in higher-dimensional models, such
as the Wigner crystal briefly mentioned below (and now
analyzed in depth as a proposed experiment [5]). In finite
systems the correlation time will be finite, of course, but in
interesting cases it becomes very long. Its growth with
system size might, by analogy with more familiar cases
[6], be algebraic rather than exponential for some low-
dimensional systems.
Now since nonzero # can be interpreted as magnetic flux

through the ring, we might anticipate, from Faraday’s law,
that as we turn it on, starting from# ¼ 0, our lump of charge
will feel a simple torque. (Note that since Faraday’s law is a
formal consequence of the mathematics of gauge potentials,
its use does not require additional hypotheses.) We can also
apply ‘‘gauge transformations’’, as in the discussion around
Eq. (5). These observations are reflected mathematically in
the following construction: For any l, we solve

i
@c l

@t
¼ 1

2
ð#i@! # #Þ2c l # $jc lj2c l; (21)
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To make contact with the argument of the previous
section, we need an appropriate notion of locality. We
assume that the particles have an additional integer label,
besides the common angle !, and that the local physical
observables are of finite range in that additional label. One
can imagine an array of separate rings, displaced along an
axis, so that the coordinates of particle j are (!, x ¼ ja).
Note that with this interpretation, the basic interaction is
infinitely long ranged, and would have to be specially
engineered. I will revisit this issue below, after describing
the construction.

An appropriate Hamiltonian is

H ¼
XN

j¼1

1

2
ð"j # #Þ2 # $

N # 1

XN

j!k;1

%ð!j #!kÞ

%
XN

j¼1

1

2
ð"j # #Þ2 þ Vð!1; . . . ;!NÞ; (13)

with the understanding that H acts on periodic functions,
so the % interaction is well defined. (Here the discrete index
appears as a subscript.)

We work in the mean field approximation, taking a
product ansatz

!ð!1; . . . ;!nÞ ¼
YN

j¼1

c ð!jÞ; (14)

and solving an approximate one-body equation for c . To
get such an equation, we define an effective potential

Veff:ð!1; . . . ;!NÞ ¼
XN

j¼1

;

Wð!jÞWð!jÞ ¼
Z Y

k!j

d!kc
'ð!kÞVc ð!kÞ;

(15)

so that

h!jVeff:j!i ¼ h!jVj!i: (16)

Then the effective Schrödinger equation for !,

i
@!

@t
¼

!XN

j¼1

1

2
ð"j # #Þ2 þ Veff:

"
!; (17)

reduces to the one-body nonlinear Schrödinger equation

i
@c

@t
¼ 1

2
ð"! # #Þ2c # $jc j2c (18)

for c .
Consider first the case # ¼ 0. Eq. (18) can be solved for

a stationary state in terms of the Jacobi dn elliptic function,
with

c ð!; tÞ ¼ e#iEtc 0ð!þ &Þ; c 0ð!Þ ¼ rdnðr
ffiffiffiffi
$

p
!; k2Þ;

E ¼ #r2$
!
1# k2

2

"
; (19)

with & a disposable parameter. To fix the parameters k, r
we must impose 2" periodicity in ! and normalize c 0.
Those conditions become

Eðk2Þ ¼
ffiffiffiffi
$

p

2r
; Kðk2Þ ¼ "r

ffiffiffiffi
$

p
(20)

in terms of the complete elliptic integrals Eðk2Þ, Kðk2Þ. We
can solve Eðk2ÞKðk2Þ ¼ "$

2 for k2, given $. The minimum
value of the left-hand side occurs at k ¼ 0 and corresponds
to $ ¼ "

2 . Here dnðu; 0Þ reduces to a constant, and
E ¼ #1=4. As $ increases beyond that value k rapidly
approaches 1, as does Eðk2Þ. dnðu; k2Þ ! sechu and
E ! #$2=8 in that limit. Of course the constant solution
with E ¼ #$=2" exists for any value of $, but when $
exceeds the critical value the inhomogeneous solution is
more favorable energetically. These results have simple
qualitative interpretations. The hyperbolic secant is the
famous soliton of the nonlinear Schrödinger equation on
a line. If that soliton is not too big it can be deformed,
without prohibitive energy cost, to fit on a unit circle. The
parameter & reflects spontaneous breaking of (ordinary)
translation symmetry. Here that breaking is occurring
through a kind of phase separation.
Our Hamiltonian is closely related, formally, to the Lieb-

Liniger model [3], but because we consider ultraweak
(( 1=N) attraction instead of repulsion, the ground state
physics is very different. In general low-dimensional
models of spontaneous symmetry breaking are subject to
derangement by fluctuations [4]. Since our extremely inho-
mogeneous approximate ground state does not support
low-energy, long-wavelength modes (apart from overall
translation, but note that the mass of the lump is growing
with N), it has no serious infrared sensitivity. It would be
interesting to the model with attractive couplings more
deeply, and at finite coupling. In any case, it is not difficult
to realize the same ideas in higher-dimensional models, such
as the Wigner crystal briefly mentioned below (and now
analyzed in depth as a proposed experiment [5]). In finite
systems the correlation time will be finite, of course, but in
interesting cases it becomes very long. Its growth with
system size might, by analogy with more familiar cases
[6], be algebraic rather than exponential for some low-
dimensional systems.
Now since nonzero # can be interpreted as magnetic flux

through the ring, we might anticipate, from Faraday’s law,
that as we turn it on, starting from# ¼ 0, our lump of charge
will feel a simple torque. (Note that since Faraday’s law is a
formal consequence of the mathematics of gauge potentials,
its use does not require additional hypotheses.) We can also
apply ‘‘gauge transformations’’, as in the discussion around
Eq. (5). These observations are reflected mathematically in
the following construction: For any l, we solve

i
@c l

@t
¼ 1

2
ð#i@! # #Þ2c l # $jc lj2c l; (21)
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To make contact with the argument of the previous
section, we need an appropriate notion of locality. We
assume that the particles have an additional integer label,
besides the common angle !, and that the local physical
observables are of finite range in that additional label. One
can imagine an array of separate rings, displaced along an
axis, so that the coordinates of particle j are (!, x ¼ ja).
Note that with this interpretation, the basic interaction is
infinitely long ranged, and would have to be specially
engineered. I will revisit this issue below, after describing
the construction.

An appropriate Hamiltonian is

H ¼
XN

j¼1

1

2
ð"j # #Þ2 # $

N # 1

XN

j!k;1

%ð!j #!kÞ

%
XN

j¼1

1

2
ð"j # #Þ2 þ Vð!1; . . . ;!NÞ; (13)

with the understanding that H acts on periodic functions,
so the % interaction is well defined. (Here the discrete index
appears as a subscript.)

We work in the mean field approximation, taking a
product ansatz

!ð!1; . . . ;!nÞ ¼
YN

j¼1

c ð!jÞ; (14)

and solving an approximate one-body equation for c . To
get such an equation, we define an effective potential

Veff:ð!1; . . . ;!NÞ ¼
XN

j¼1

;

Wð!jÞWð!jÞ ¼
Z Y

k!j

d!kc
'ð!kÞVc ð!kÞ;

(15)

so that

h!jVeff:j!i ¼ h!jVj!i: (16)

Then the effective Schrödinger equation for !,

i
@!

@t
¼

!XN

j¼1

1

2
ð"j # #Þ2 þ Veff:

"
!; (17)

reduces to the one-body nonlinear Schrödinger equation

i
@c

@t
¼ 1

2
ð"! # #Þ2c # $jc j2c (18)

for c .
Consider first the case # ¼ 0. Eq. (18) can be solved for

a stationary state in terms of the Jacobi dn elliptic function,
with

c ð!; tÞ ¼ e#iEtc 0ð!þ &Þ; c 0ð!Þ ¼ rdnðr
ffiffiffiffi
$

p
!; k2Þ;

E ¼ #r2$
!
1# k2

2

"
; (19)

with & a disposable parameter. To fix the parameters k, r
we must impose 2" periodicity in ! and normalize c 0.
Those conditions become

Eðk2Þ ¼
ffiffiffiffi
$

p

2r
; Kðk2Þ ¼ "r

ffiffiffiffi
$

p
(20)

in terms of the complete elliptic integrals Eðk2Þ, Kðk2Þ. We
can solve Eðk2ÞKðk2Þ ¼ "$

2 for k2, given $. The minimum
value of the left-hand side occurs at k ¼ 0 and corresponds
to $ ¼ "

2 . Here dnðu; 0Þ reduces to a constant, and
E ¼ #1=4. As $ increases beyond that value k rapidly
approaches 1, as does Eðk2Þ. dnðu; k2Þ ! sechu and
E ! #$2=8 in that limit. Of course the constant solution
with E ¼ #$=2" exists for any value of $, but when $
exceeds the critical value the inhomogeneous solution is
more favorable energetically. These results have simple
qualitative interpretations. The hyperbolic secant is the
famous soliton of the nonlinear Schrödinger equation on
a line. If that soliton is not too big it can be deformed,
without prohibitive energy cost, to fit on a unit circle. The
parameter & reflects spontaneous breaking of (ordinary)
translation symmetry. Here that breaking is occurring
through a kind of phase separation.
Our Hamiltonian is closely related, formally, to the Lieb-

Liniger model [3], but because we consider ultraweak
(( 1=N) attraction instead of repulsion, the ground state
physics is very different. In general low-dimensional
models of spontaneous symmetry breaking are subject to
derangement by fluctuations [4]. Since our extremely inho-
mogeneous approximate ground state does not support
low-energy, long-wavelength modes (apart from overall
translation, but note that the mass of the lump is growing
with N), it has no serious infrared sensitivity. It would be
interesting to the model with attractive couplings more
deeply, and at finite coupling. In any case, it is not difficult
to realize the same ideas in higher-dimensional models, such
as the Wigner crystal briefly mentioned below (and now
analyzed in depth as a proposed experiment [5]). In finite
systems the correlation time will be finite, of course, but in
interesting cases it becomes very long. Its growth with
system size might, by analogy with more familiar cases
[6], be algebraic rather than exponential for some low-
dimensional systems.
Now since nonzero # can be interpreted as magnetic flux

through the ring, we might anticipate, from Faraday’s law,
that as we turn it on, starting from# ¼ 0, our lump of charge
will feel a simple torque. (Note that since Faraday’s law is a
formal consequence of the mathematics of gauge potentials,
its use does not require additional hypotheses.) We can also
apply ‘‘gauge transformations’’, as in the discussion around
Eq. (5). These observations are reflected mathematically in
the following construction: For any l, we solve

i
@c l

@t
¼ 1

2
ð#i@! # #Þ2c l # $jc lj2c l; (21)
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To make contact with the argument of the previous
section, we need an appropriate notion of locality. We
assume that the particles have an additional integer label,
besides the common angle !, and that the local physical
observables are of finite range in that additional label. One
can imagine an array of separate rings, displaced along an
axis, so that the coordinates of particle j are (!, x ¼ ja).
Note that with this interpretation, the basic interaction is
infinitely long ranged, and would have to be specially
engineered. I will revisit this issue below, after describing
the construction.

An appropriate Hamiltonian is

H ¼
XN

j¼1

1

2
ð"j # #Þ2 # $

N # 1

XN

j!k;1

%ð!j #!kÞ

%
XN

j¼1

1

2
ð"j # #Þ2 þ Vð!1; . . . ;!NÞ; (13)

with the understanding that H acts on periodic functions,
so the % interaction is well defined. (Here the discrete index
appears as a subscript.)

We work in the mean field approximation, taking a
product ansatz

!ð!1; . . . ;!nÞ ¼
YN

j¼1

c ð!jÞ; (14)

and solving an approximate one-body equation for c . To
get such an equation, we define an effective potential

Veff:ð!1; . . . ;!NÞ ¼
XN

j¼1

;

Wð!jÞWð!jÞ ¼
Z Y

k!j

d!kc
'ð!kÞVc ð!kÞ;

(15)

so that

h!jVeff:j!i ¼ h!jVj!i: (16)

Then the effective Schrödinger equation for !,

i
@!

@t
¼

!XN

j¼1

1

2
ð"j # #Þ2 þ Veff:

"
!; (17)

reduces to the one-body nonlinear Schrödinger equation

i
@c

@t
¼ 1

2
ð"! # #Þ2c # $jc j2c (18)

for c .
Consider first the case # ¼ 0. Eq. (18) can be solved for

a stationary state in terms of the Jacobi dn elliptic function,
with

c ð!; tÞ ¼ e#iEtc 0ð!þ &Þ; c 0ð!Þ ¼ rdnðr
ffiffiffiffi
$

p
!; k2Þ;

E ¼ #r2$
!
1# k2

2

"
; (19)

with & a disposable parameter. To fix the parameters k, r
we must impose 2" periodicity in ! and normalize c 0.
Those conditions become

Eðk2Þ ¼
ffiffiffiffi
$

p

2r
; Kðk2Þ ¼ "r

ffiffiffiffi
$

p
(20)

in terms of the complete elliptic integrals Eðk2Þ, Kðk2Þ. We
can solve Eðk2ÞKðk2Þ ¼ "$

2 for k2, given $. The minimum
value of the left-hand side occurs at k ¼ 0 and corresponds
to $ ¼ "

2 . Here dnðu; 0Þ reduces to a constant, and
E ¼ #1=4. As $ increases beyond that value k rapidly
approaches 1, as does Eðk2Þ. dnðu; k2Þ ! sechu and
E ! #$2=8 in that limit. Of course the constant solution
with E ¼ #$=2" exists for any value of $, but when $
exceeds the critical value the inhomogeneous solution is
more favorable energetically. These results have simple
qualitative interpretations. The hyperbolic secant is the
famous soliton of the nonlinear Schrödinger equation on
a line. If that soliton is not too big it can be deformed,
without prohibitive energy cost, to fit on a unit circle. The
parameter & reflects spontaneous breaking of (ordinary)
translation symmetry. Here that breaking is occurring
through a kind of phase separation.
Our Hamiltonian is closely related, formally, to the Lieb-

Liniger model [3], but because we consider ultraweak
(( 1=N) attraction instead of repulsion, the ground state
physics is very different. In general low-dimensional
models of spontaneous symmetry breaking are subject to
derangement by fluctuations [4]. Since our extremely inho-
mogeneous approximate ground state does not support
low-energy, long-wavelength modes (apart from overall
translation, but note that the mass of the lump is growing
with N), it has no serious infrared sensitivity. It would be
interesting to the model with attractive couplings more
deeply, and at finite coupling. In any case, it is not difficult
to realize the same ideas in higher-dimensional models, such
as the Wigner crystal briefly mentioned below (and now
analyzed in depth as a proposed experiment [5]). In finite
systems the correlation time will be finite, of course, but in
interesting cases it becomes very long. Its growth with
system size might, by analogy with more familiar cases
[6], be algebraic rather than exponential for some low-
dimensional systems.
Now since nonzero # can be interpreted as magnetic flux

through the ring, we might anticipate, from Faraday’s law,
that as we turn it on, starting from# ¼ 0, our lump of charge
will feel a simple torque. (Note that since Faraday’s law is a
formal consequence of the mathematics of gauge potentials,
its use does not require additional hypotheses.) We can also
apply ‘‘gauge transformations’’, as in the discussion around
Eq. (5). These observations are reflected mathematically in
the following construction: For any l, we solve

i
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@t
¼ 1

2
ð#i@! # #Þ2c l # $jc lj2c l; (21)
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To make contact with the argument of the previous
section, we need an appropriate notion of locality. We
assume that the particles have an additional integer label,
besides the common angle !, and that the local physical
observables are of finite range in that additional label. One
can imagine an array of separate rings, displaced along an
axis, so that the coordinates of particle j are (!, x ¼ ja).
Note that with this interpretation, the basic interaction is
infinitely long ranged, and would have to be specially
engineered. I will revisit this issue below, after describing
the construction.

An appropriate Hamiltonian is

H ¼
XN

j¼1

1

2
ð"j # #Þ2 # $

N # 1

XN

j!k;1

%ð!j #!kÞ

%
XN

j¼1

1

2
ð"j # #Þ2 þ Vð!1; . . . ;!NÞ; (13)

with the understanding that H acts on periodic functions,
so the % interaction is well defined. (Here the discrete index
appears as a subscript.)

We work in the mean field approximation, taking a
product ansatz

!ð!1; . . . ;!nÞ ¼
YN

j¼1

c ð!jÞ; (14)

and solving an approximate one-body equation for c . To
get such an equation, we define an effective potential

Veff:ð!1; . . . ;!NÞ ¼
XN

j¼1

;

Wð!jÞWð!jÞ ¼
Z Y

k!j

d!kc
'ð!kÞVc ð!kÞ;

(15)

so that

h!jVeff:j!i ¼ h!jVj!i: (16)

Then the effective Schrödinger equation for !,
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@t
¼

!XN

j¼1

1

2
ð"j # #Þ2 þ Veff:
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!; (17)

reduces to the one-body nonlinear Schrödinger equation
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@t
¼ 1

2
ð"! # #Þ2c # $jc j2c (18)

for c .
Consider first the case # ¼ 0. Eq. (18) can be solved for

a stationary state in terms of the Jacobi dn elliptic function,
with

c ð!; tÞ ¼ e#iEtc 0ð!þ &Þ; c 0ð!Þ ¼ rdnðr
ffiffiffiffi
$

p
!; k2Þ;

E ¼ #r2$
!
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; (19)

with & a disposable parameter. To fix the parameters k, r
we must impose 2" periodicity in ! and normalize c 0.
Those conditions become

Eðk2Þ ¼
ffiffiffiffi
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p

2r
; Kðk2Þ ¼ "r

ffiffiffiffi
$

p
(20)

in terms of the complete elliptic integrals Eðk2Þ, Kðk2Þ. We
can solve Eðk2ÞKðk2Þ ¼ "$

2 for k2, given $. The minimum
value of the left-hand side occurs at k ¼ 0 and corresponds
to $ ¼ "

2 . Here dnðu; 0Þ reduces to a constant, and
E ¼ #1=4. As $ increases beyond that value k rapidly
approaches 1, as does Eðk2Þ. dnðu; k2Þ ! sechu and
E ! #$2=8 in that limit. Of course the constant solution
with E ¼ #$=2" exists for any value of $, but when $
exceeds the critical value the inhomogeneous solution is
more favorable energetically. These results have simple
qualitative interpretations. The hyperbolic secant is the
famous soliton of the nonlinear Schrödinger equation on
a line. If that soliton is not too big it can be deformed,
without prohibitive energy cost, to fit on a unit circle. The
parameter & reflects spontaneous breaking of (ordinary)
translation symmetry. Here that breaking is occurring
through a kind of phase separation.
Our Hamiltonian is closely related, formally, to the Lieb-

Liniger model [3], but because we consider ultraweak
(( 1=N) attraction instead of repulsion, the ground state
physics is very different. In general low-dimensional
models of spontaneous symmetry breaking are subject to
derangement by fluctuations [4]. Since our extremely inho-
mogeneous approximate ground state does not support
low-energy, long-wavelength modes (apart from overall
translation, but note that the mass of the lump is growing
with N), it has no serious infrared sensitivity. It would be
interesting to the model with attractive couplings more
deeply, and at finite coupling. In any case, it is not difficult
to realize the same ideas in higher-dimensional models, such
as the Wigner crystal briefly mentioned below (and now
analyzed in depth as a proposed experiment [5]). In finite
systems the correlation time will be finite, of course, but in
interesting cases it becomes very long. Its growth with
system size might, by analogy with more familiar cases
[6], be algebraic rather than exponential for some low-
dimensional systems.
Now since nonzero # can be interpreted as magnetic flux

through the ring, we might anticipate, from Faraday’s law,
that as we turn it on, starting from# ¼ 0, our lump of charge
will feel a simple torque. (Note that since Faraday’s law is a
formal consequence of the mathematics of gauge potentials,
its use does not require additional hypotheses.) We can also
apply ‘‘gauge transformations’’, as in the discussion around
Eq. (5). These observations are reflected mathematically in
the following construction: For any l, we solve

i
@c l

@t
¼ 1

2
ð#i@! # #Þ2c l # $jc lj2c l; (21)
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To make contact with the argument of the previous
section, we need an appropriate notion of locality. We
assume that the particles have an additional integer label,
besides the common angle !, and that the local physical
observables are of finite range in that additional label. One
can imagine an array of separate rings, displaced along an
axis, so that the coordinates of particle j are (!, x ¼ ja).
Note that with this interpretation, the basic interaction is
infinitely long ranged, and would have to be specially
engineered. I will revisit this issue below, after describing
the construction.

An appropriate Hamiltonian is

H ¼
XN

j¼1

1

2
ð"j # #Þ2 # $

N # 1

XN

j!k;1

%ð!j #!kÞ

%
XN

j¼1

1

2
ð"j # #Þ2 þ Vð!1; . . . ;!NÞ; (13)

with the understanding that H acts on periodic functions,
so the % interaction is well defined. (Here the discrete index
appears as a subscript.)

We work in the mean field approximation, taking a
product ansatz

!ð!1; . . . ;!nÞ ¼
YN

j¼1

c ð!jÞ; (14)

and solving an approximate one-body equation for c . To
get such an equation, we define an effective potential

Veff:ð!1; . . . ;!NÞ ¼
XN

j¼1

;

Wð!jÞWð!jÞ ¼
Z Y

k!j

d!kc
'ð!kÞVc ð!kÞ;

(15)

so that

h!jVeff:j!i ¼ h!jVj!i: (16)

Then the effective Schrödinger equation for !,

i
@!

@t
¼

!XN

j¼1

1

2
ð"j # #Þ2 þ Veff:

"
!; (17)

reduces to the one-body nonlinear Schrödinger equation

i
@c

@t
¼ 1

2
ð"! # #Þ2c # $jc j2c (18)

for c .
Consider first the case # ¼ 0. Eq. (18) can be solved for

a stationary state in terms of the Jacobi dn elliptic function,
with

c ð!; tÞ ¼ e#iEtc 0ð!þ &Þ; c 0ð!Þ ¼ rdnðr
ffiffiffiffi
$

p
!; k2Þ;

E ¼ #r2$
!
1# k2

2

"
; (19)

with & a disposable parameter. To fix the parameters k, r
we must impose 2" periodicity in ! and normalize c 0.
Those conditions become

Eðk2Þ ¼
ffiffiffiffi
$

p

2r
; Kðk2Þ ¼ "r

ffiffiffiffi
$

p
(20)

in terms of the complete elliptic integrals Eðk2Þ, Kðk2Þ. We
can solve Eðk2ÞKðk2Þ ¼ "$

2 for k2, given $. The minimum
value of the left-hand side occurs at k ¼ 0 and corresponds
to $ ¼ "

2 . Here dnðu; 0Þ reduces to a constant, and
E ¼ #1=4. As $ increases beyond that value k rapidly
approaches 1, as does Eðk2Þ. dnðu; k2Þ ! sechu and
E ! #$2=8 in that limit. Of course the constant solution
with E ¼ #$=2" exists for any value of $, but when $
exceeds the critical value the inhomogeneous solution is
more favorable energetically. These results have simple
qualitative interpretations. The hyperbolic secant is the
famous soliton of the nonlinear Schrödinger equation on
a line. If that soliton is not too big it can be deformed,
without prohibitive energy cost, to fit on a unit circle. The
parameter & reflects spontaneous breaking of (ordinary)
translation symmetry. Here that breaking is occurring
through a kind of phase separation.
Our Hamiltonian is closely related, formally, to the Lieb-

Liniger model [3], but because we consider ultraweak
(( 1=N) attraction instead of repulsion, the ground state
physics is very different. In general low-dimensional
models of spontaneous symmetry breaking are subject to
derangement by fluctuations [4]. Since our extremely inho-
mogeneous approximate ground state does not support
low-energy, long-wavelength modes (apart from overall
translation, but note that the mass of the lump is growing
with N), it has no serious infrared sensitivity. It would be
interesting to the model with attractive couplings more
deeply, and at finite coupling. In any case, it is not difficult
to realize the same ideas in higher-dimensional models, such
as the Wigner crystal briefly mentioned below (and now
analyzed in depth as a proposed experiment [5]). In finite
systems the correlation time will be finite, of course, but in
interesting cases it becomes very long. Its growth with
system size might, by analogy with more familiar cases
[6], be algebraic rather than exponential for some low-
dimensional systems.
Now since nonzero # can be interpreted as magnetic flux

through the ring, we might anticipate, from Faraday’s law,
that as we turn it on, starting from# ¼ 0, our lump of charge
will feel a simple torque. (Note that since Faraday’s law is a
formal consequence of the mathematics of gauge potentials,
its use does not require additional hypotheses.) We can also
apply ‘‘gauge transformations’’, as in the discussion around
Eq. (5). These observations are reflected mathematically in
the following construction: For any l, we solve

i
@c l

@t
¼ 1

2
ð#i@! # #Þ2c l # $jc lj2c l; (21)
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To make contact with the argument of the previous
section, we need an appropriate notion of locality. We
assume that the particles have an additional integer label,
besides the common angle !, and that the local physical
observables are of finite range in that additional label. One
can imagine an array of separate rings, displaced along an
axis, so that the coordinates of particle j are (!, x ¼ ja).
Note that with this interpretation, the basic interaction is
infinitely long ranged, and would have to be specially
engineered. I will revisit this issue below, after describing
the construction.

An appropriate Hamiltonian is

H ¼
XN

j¼1

1

2
ð"j # #Þ2 # $
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j!k;1

%ð!j #!kÞ
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XN

j¼1

1

2
ð"j # #Þ2 þ Vð!1; . . . ;!NÞ; (13)

with the understanding that H acts on periodic functions,
so the % interaction is well defined. (Here the discrete index
appears as a subscript.)

We work in the mean field approximation, taking a
product ansatz

!ð!1; . . . ;!nÞ ¼
YN

j¼1

c ð!jÞ; (14)

and solving an approximate one-body equation for c . To
get such an equation, we define an effective potential

Veff:ð!1; . . . ;!NÞ ¼
XN

j¼1

;

Wð!jÞWð!jÞ ¼
Z Y

k!j

d!kc
'ð!kÞVc ð!kÞ;

(15)

so that

h!jVeff:j!i ¼ h!jVj!i: (16)

Then the effective Schrödinger equation for !,

i
@!

@t
¼

!XN

j¼1

1

2
ð"j # #Þ2 þ Veff:

"
!; (17)

reduces to the one-body nonlinear Schrödinger equation

i
@c

@t
¼ 1

2
ð"! # #Þ2c # $jc j2c (18)

for c .
Consider first the case # ¼ 0. Eq. (18) can be solved for

a stationary state in terms of the Jacobi dn elliptic function,
with

c ð!; tÞ ¼ e#iEtc 0ð!þ &Þ; c 0ð!Þ ¼ rdnðr
ffiffiffiffi
$

p
!; k2Þ;

E ¼ #r2$
!
1# k2

2

"
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with & a disposable parameter. To fix the parameters k, r
we must impose 2" periodicity in ! and normalize c 0.
Those conditions become

Eðk2Þ ¼
ffiffiffiffi
$

p

2r
; Kðk2Þ ¼ "r

ffiffiffiffi
$

p
(20)

in terms of the complete elliptic integrals Eðk2Þ, Kðk2Þ. We
can solve Eðk2ÞKðk2Þ ¼ "$

2 for k2, given $. The minimum
value of the left-hand side occurs at k ¼ 0 and corresponds
to $ ¼ "

2 . Here dnðu; 0Þ reduces to a constant, and
E ¼ #1=4. As $ increases beyond that value k rapidly
approaches 1, as does Eðk2Þ. dnðu; k2Þ ! sechu and
E ! #$2=8 in that limit. Of course the constant solution
with E ¼ #$=2" exists for any value of $, but when $
exceeds the critical value the inhomogeneous solution is
more favorable energetically. These results have simple
qualitative interpretations. The hyperbolic secant is the
famous soliton of the nonlinear Schrödinger equation on
a line. If that soliton is not too big it can be deformed,
without prohibitive energy cost, to fit on a unit circle. The
parameter & reflects spontaneous breaking of (ordinary)
translation symmetry. Here that breaking is occurring
through a kind of phase separation.
Our Hamiltonian is closely related, formally, to the Lieb-

Liniger model [3], but because we consider ultraweak
(( 1=N) attraction instead of repulsion, the ground state
physics is very different. In general low-dimensional
models of spontaneous symmetry breaking are subject to
derangement by fluctuations [4]. Since our extremely inho-
mogeneous approximate ground state does not support
low-energy, long-wavelength modes (apart from overall
translation, but note that the mass of the lump is growing
with N), it has no serious infrared sensitivity. It would be
interesting to the model with attractive couplings more
deeply, and at finite coupling. In any case, it is not difficult
to realize the same ideas in higher-dimensional models, such
as the Wigner crystal briefly mentioned below (and now
analyzed in depth as a proposed experiment [5]). In finite
systems the correlation time will be finite, of course, but in
interesting cases it becomes very long. Its growth with
system size might, by analogy with more familiar cases
[6], be algebraic rather than exponential for some low-
dimensional systems.
Now since nonzero # can be interpreted as magnetic flux

through the ring, we might anticipate, from Faraday’s law,
that as we turn it on, starting from# ¼ 0, our lump of charge
will feel a simple torque. (Note that since Faraday’s law is a
formal consequence of the mathematics of gauge potentials,
its use does not require additional hypotheses.) We can also
apply ‘‘gauge transformations’’, as in the discussion around
Eq. (5). These observations are reflected mathematically in
the following construction: For any l, we solve

i
@c l

@t
¼ 1

2
ð#i@! # #Þ2c l # $jc lj2c l; (21)
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To make contact with the argument of the previous
section, we need an appropriate notion of locality. We
assume that the particles have an additional integer label,
besides the common angle !, and that the local physical
observables are of finite range in that additional label. One
can imagine an array of separate rings, displaced along an
axis, so that the coordinates of particle j are (!, x ¼ ja).
Note that with this interpretation, the basic interaction is
infinitely long ranged, and would have to be specially
engineered. I will revisit this issue below, after describing
the construction.

An appropriate Hamiltonian is

H ¼
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with the understanding that H acts on periodic functions,
so the % interaction is well defined. (Here the discrete index
appears as a subscript.)

We work in the mean field approximation, taking a
product ansatz

!ð!1; . . . ;!nÞ ¼
YN

j¼1

c ð!jÞ; (14)

and solving an approximate one-body equation for c . To
get such an equation, we define an effective potential

Veff:ð!1; . . . ;!NÞ ¼
XN

j¼1

;

Wð!jÞWð!jÞ ¼
Z Y

k!j

d!kc
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(15)

so that

h!jVeff:j!i ¼ h!jVj!i: (16)

Then the effective Schrödinger equation for !,
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!; (17)

reduces to the one-body nonlinear Schrödinger equation
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¼ 1

2
ð"! # #Þ2c # $jc j2c (18)

for c .
Consider first the case # ¼ 0. Eq. (18) can be solved for

a stationary state in terms of the Jacobi dn elliptic function,
with

c ð!; tÞ ¼ e#iEtc 0ð!þ &Þ; c 0ð!Þ ¼ rdnðr
ffiffiffiffi
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p
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with & a disposable parameter. To fix the parameters k, r
we must impose 2" periodicity in ! and normalize c 0.
Those conditions become

Eðk2Þ ¼
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; Kðk2Þ ¼ "r

ffiffiffiffi
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(20)

in terms of the complete elliptic integrals Eðk2Þ, Kðk2Þ. We
can solve Eðk2ÞKðk2Þ ¼ "$

2 for k2, given $. The minimum
value of the left-hand side occurs at k ¼ 0 and corresponds
to $ ¼ "

2 . Here dnðu; 0Þ reduces to a constant, and
E ¼ #1=4. As $ increases beyond that value k rapidly
approaches 1, as does Eðk2Þ. dnðu; k2Þ ! sechu and
E ! #$2=8 in that limit. Of course the constant solution
with E ¼ #$=2" exists for any value of $, but when $
exceeds the critical value the inhomogeneous solution is
more favorable energetically. These results have simple
qualitative interpretations. The hyperbolic secant is the
famous soliton of the nonlinear Schrödinger equation on
a line. If that soliton is not too big it can be deformed,
without prohibitive energy cost, to fit on a unit circle. The
parameter & reflects spontaneous breaking of (ordinary)
translation symmetry. Here that breaking is occurring
through a kind of phase separation.
Our Hamiltonian is closely related, formally, to the Lieb-

Liniger model [3], but because we consider ultraweak
(( 1=N) attraction instead of repulsion, the ground state
physics is very different. In general low-dimensional
models of spontaneous symmetry breaking are subject to
derangement by fluctuations [4]. Since our extremely inho-
mogeneous approximate ground state does not support
low-energy, long-wavelength modes (apart from overall
translation, but note that the mass of the lump is growing
with N), it has no serious infrared sensitivity. It would be
interesting to the model with attractive couplings more
deeply, and at finite coupling. In any case, it is not difficult
to realize the same ideas in higher-dimensional models, such
as the Wigner crystal briefly mentioned below (and now
analyzed in depth as a proposed experiment [5]). In finite
systems the correlation time will be finite, of course, but in
interesting cases it becomes very long. Its growth with
system size might, by analogy with more familiar cases
[6], be algebraic rather than exponential for some low-
dimensional systems.
Now since nonzero # can be interpreted as magnetic flux

through the ring, we might anticipate, from Faraday’s law,
that as we turn it on, starting from# ¼ 0, our lump of charge
will feel a simple torque. (Note that since Faraday’s law is a
formal consequence of the mathematics of gauge potentials,
its use does not require additional hypotheses.) We can also
apply ‘‘gauge transformations’’, as in the discussion around
Eq. (5). These observations are reflected mathematically in
the following construction: For any l, we solve
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¼ 1

2
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c lð!; tÞ ¼ e$il! ~c ð!þ ðlþ "Þt; tÞi @
~c

@t

¼ 1

2
ð$i@!Þ2 ~c $ #j ~c j2 ~c þ ðlþ "Þ2

2
~c : (22)

As in the noninteracting ring particle model, the lowest
energy is obtained by minimizing l0 þ ", for integral l0.
This will supply appropriate ~c . If " is not an integer
c l0ð!; tÞ will be a moving lump, and time-translation sym-
metry will have been spontaneously broken. If " is half an
odd integer, then its ~T symmetry is spontaneously broken too.

This example exhibits several characteristic features of
natural $ breaking [1]. The lump moves along a constant
energy trajectory. The parameter %, which parameterizes
an orbit of (ordinary) translation symmetry, changes at a
constant rate; both $ and translation symmetry are broken,
but a combination remains intact.

Now let us return to address the conceptual issues alluded
to earlier, around locality. Our model Hamiltonian was
nonlocal, but we required observables to be local. That
schizophrenic distinction can be appropriate, since the
Hamiltonian might be—and, for our rather artificial dynam-
ics, would have to be—carefully engineered, as opposed to
being constructed from easily implemented, natural observ-
ables and interactions, which are local. However it is not
unlikely that the assumption of all-to-all coupling, adopted
for mathematical convenience, could be relaxed, in particu-
lar, by locating the rings at the nodes of a multidimensional
lattice and limiting the couplings to a finite range.

Were we literally considering charged particles confined
to a common ring, and treating the electromagnetic field
dynamically, our moving lump of charge would radiate.
The electromagnetic field provides modes that couple to all
the particles, and in effect provide observers who mani-
festly violate the framework of Eq. (12). That permits, and
enforces, relaxation to a jki state. Simple variations can
ameliorate this issue, e.g., use of multipoles in place of
single charges, embedding the system in a cavity, or simply
arranging that the motion is slow. A more radical variation,
that also addresses the unrealistic assumption of attraction
among the charges, while still obtaining spatial nonuni-
formity, would be to consider charged particles on a ring
that form—through repulsion—a Wigner lattice.

Imaginary-time crystals.—In the standard treatment of
finite temperature quantum systems using path integral
techniques, one considers configurations whose argu-
ments involve imaginary values of the time, and imposes
imaginary-time periodicity in the inverse temperature
% ¼ 1=T. In this setup the whole action is converted, in
effect, into a potential energy: time derivatives map onto
gradients in imaginary time, which is treated on the same
footing as the spatial variables.

At the level of the action, there is symmetry under
translations in imaginary time (iTime). But since iTime

appears, in this formulation, on the same footing as the
spatial variables, it is natural to consider the possibility that
for appropriate systems the dominant configurations in the
path integral are iTime crystals. Let the iTime crystal have
preferred period #. When % is an integer multiple of # the
crystal will fit without distortion, but otherwise it must be
squeezed or stretched, or incorporate defects. Periodic
behavior of thermodynamics quantities in 1=T, with period
#, arise, and provide an experimental diagnostic. In-
tegration over the collective coordinate for the broken
symmetry contributes to the entropy, even at zero tempera-
ture. Inspired by the spatial crystal—iTime crystal analogy,
one might also consider the possibility of iTime glasses
(iGlasses), which would likewise have residual entropy,
but no simple order, or iQuasicrystals.
Comments.—(i). It is interesting to speculate that a

(considerably) more elaborate quantum-mechanical sys-
tem, whose states could be interpreted as collections of
qubits, might be engineered to traverse, in its ground
configuration, a programmed landscape of structured states
in Hilbert space over time.
(ii). Fields or particles in the presence of a time crystal

background will be subject to energy-changing processes,
analogous to crystalline Umklapp processes. In either case
the apparent nonconservation is in reality a transfer to the
background. (In our earlier model, Oð1=NÞ corrections to
the background motion arise.)
(iii). Many questions that arise in connection with any

spontaneous ordering, including the nature of transitions
into or out of the order at finite temperature, critical di-
mensionality, defects and solitons, and low-energy
phenomenology, likewise pose themselves for time crys-
tallization. There are also interesting issues around the
classification of space-time periodic orderings (roughly
speaking, four dimensional crystals [7]).
(iv). The ac Josephson effect is a semimacroscopic

oscillatory phenomenon related in spirit to time crystalli-
zation. It requires, however, a voltage difference that must
be sustained externally, so it is not a ground state effect.
(v). Quantum time crystals based on the classical time

crystals of [1], which use singular Hamiltonians, can be
constructed by combining the ideas of this Letter with
those of [8,9]. The appearance of swallowtail band struc-
tures in [10], and emergence of complicated frequency
dependence in modeling finite response times [1], as in
[11], suggest possible areas of application.
I thank B. Halperin, Hong Liu, J. Maldacena, and

especially Al Shapere for helpful comments. This work
is supported in part by DOE grant DE-FG02-05ER41360.
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Comment on “Quantum Time Crystals”: a new
paradigm or just another proposal of perpetuum

mobile ?

In a recent Letter [1], Wilczek proposes the existence of
a new state of matter, “quantum time crystals”, defined
as systems which, in their quantum mechanical ground
state, display a time-dependent behavior (periodic os-
cillation) of some physical observable. The proposal is
based upon a model consisting of (discernible) particles
on an Aharonov-Bohm (AB) ring, attractively coupled
to each other by a contact interaction. Using mean field
theory, the problem reduces to the non-linear Schrödinger
equation (NLSE), i∂tψ=

[

1
2 (−i∂φ − α)2 − λ|ψ|2

]

ψ, with
periodic boundary condition ψ(φ + 2π) = ψ(φ), and
∫ 2π
0 dφ |ψ|2 = 1. Wilczek first solves it for zero AB flux
(α = 0): non surprisingly, the system undergoes a phase
transition towards formation of a lump (bright soliton)
for a coupling strength larger than a threshold (λ ≥ π

2 ).
Turning then to the case of non-zero flux α, Wilczek con-
structs a solution of the NLSE by setting the zero-flux
soliton state into rotation at angular velocity ω = α (so
that the apparent flux vanishes in the rotating frame);

this solution has an energy ∆ε = α2

2 per particle above
the zero-flux ground state (I restrict here the discussion
to |α| ≤ 1

2 , which is sufficient, since all physical prop-
erties are periodic in α, with period 1 [2]). The phys-
ical interpretation of this result is clear: starting from
the zero-flux ground state and ramping up the flux, the
lump experiences a torque (from Faraday’s law) and is
accelerated to the angular velocity ω = α. The gained
energy ∆ε is just the corresponding rotational kinetic en-
ergy. The crucial question then is: is this rotating-soliton
solution the ground state of the system ? Wilczek an-
swers “yes” without further justification, and concludes
that his model thus constitutes a “quantum time crys-
tal”. However, Wilczek did not prove the absence of any
lower-energy solution to the NLSE.
On the other hand, one can readily observe that

Wilczek’s result leads to paradoxical (unphysical) con-
sequences. (i) Let us consider the large coupling limit
(λ → +∞). In that limit, the soliton width shrinks
to zero like λ−1, and the wavefunction amplitude near
the antipode of the soliton shrinks exponentially (|ψ|∼√
λ e−λπ/2). The sensitivity of the system to the AB flux

α should also be exponentially small (in particular, the
flux-induced variation of the ground state energy should
be exponentially small as well), and the dynamics of a
classical lump (which is of course completely insensitive
to the AB flux and has a static ground state) should be
recovered in the limit λ→ +∞, in striking contrast with
Wilczek’s result. (ii) When coupled to some external en-
vironment (e.g., the electro-magnetic field, if the particles
are considered to carry some electric charge), the rotat-
ing lump would radiate energy while being in its ground
state, thereby violating the principle of energy conser-

vation (arguably physics’ strongest principle). Wilczek’s
considerations on this highly critical issue, namely the
suggestion that the coupling to the environment could
be reduced by using higher multipoles or suppressed by
placing the system in a cavity, amount to dismissing the
problem without addressing the paradox convincingly.
These remarks thus strongly suggest that Wilczek’s

rotating-soliton state is not the ground state and that
the true ground state is actually a stationary state, as
I show below. The solution of the NLSE for arbitrary
flux is too lengthy and technical to fit in this Com-
ment (the reader is referred to Ref. [3] for details); thus
I shall give here only the solution for α = 1

2 , which
is sufficient to disprove Wilczek’s claim. One first no-
tices that the flux α can be gauged away from the NLSE
by the transformation ψ(φ) = eiαφψ̃(φ), resulting in the
twisted boundary condition, ψ̃(φ+2π) = e−i2παψ̃(φ).
So, for α = 1

2 , one simply has to solve the NLSE with
α≡ 0 and antiperiodic boundary condition. The correct
ground state has the following stationary wavefunction:
ψ̃(φ) = kK

π
√

λ
cn(φKπ , k); K ≡ K(k) and E ≡ E(k) are

the complete elliptic integrals of first and second kind,
and cn(u, k) is a Jacobi elliptic function [4]; the elliptic
modulus k satisfies [E−(1−k2)K]K= πλ

2 . The chemical

potential is µ= K2

π2

(

1
2−k2

)

and the total energy per par-

ticle is ε≡µ+λ
2

∫ 2π
0 dφ |ψ|4=−K2[(2k2

−1)E−(1−k2)(3k2
−1)K]

6π2[E−(1−k2)K]

[5]. Solving explicitly these equations confirms that the
present state has a lower energy than Wilczek’s one. For
strong coupling (λ → +∞), fully analytical results can
be obtained for any value of the AB flux α: the flux de-
pendence of ground state energy then takes the simple
asymptotic form ∆ε=−3[1−cos(2πα)]λ2e−πλ, which is
in fact negative (this is due to the lump being narrower
for α = 1

2 than for α = 0, leading to more effective at-
tractive coupling) and much lower than Wilczek’s result

(∆ε= α2

2 ), and does not lead to any unphysical paradox.
Wilczek himself admitted that his proposal is “per-

ilously close to fitting the definition of a perpetuum mo-

bile”[1]. In the light of the above discussion, it seems
that the very existence of “quantum time crystals” re-
mains highly speculative.
I am grateful to Andres Cano and Efim Kats for helpful

comments and discussions.
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Comment on “Quantum Time Crystals”: a new
paradigm or just another proposal of perpetuum
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In a recent Letter [1], Wilczek proposes the existence of
a new state of matter, “quantum time crystals”, defined
as systems which, in their quantum mechanical ground
state, display a time-dependent behavior (periodic os-
cillation) of some physical observable. The proposal is
based upon a model consisting of (discernible) particles
on an Aharonov-Bohm (AB) ring, attractively coupled
to each other by a contact interaction. Using mean field
theory, the problem reduces to the non-linear Schrödinger
equation (NLSE), i∂tψ=

[

1
2 (−i∂φ − α)2 − λ|ψ|2

]

ψ, with
periodic boundary condition ψ(φ + 2π) = ψ(φ), and
∫ 2π
0 dφ |ψ|2 = 1. Wilczek first solves it for zero AB flux
(α = 0): non surprisingly, the system undergoes a phase
transition towards formation of a lump (bright soliton)
for a coupling strength larger than a threshold (λ ≥ π

2 ).
Turning then to the case of non-zero flux α, Wilczek con-
structs a solution of the NLSE by setting the zero-flux
soliton state into rotation at angular velocity ω = α (so
that the apparent flux vanishes in the rotating frame);

this solution has an energy ∆ε = α2

2 per particle above
the zero-flux ground state (I restrict here the discussion
to |α| ≤ 1

2 , which is sufficient, since all physical prop-
erties are periodic in α, with period 1 [2]). The phys-
ical interpretation of this result is clear: starting from
the zero-flux ground state and ramping up the flux, the
lump experiences a torque (from Faraday’s law) and is
accelerated to the angular velocity ω = α. The gained
energy ∆ε is just the corresponding rotational kinetic en-
ergy. The crucial question then is: is this rotating-soliton
solution the ground state of the system ? Wilczek an-
swers “yes” without further justification, and concludes
that his model thus constitutes a “quantum time crys-
tal”. However, Wilczek did not prove the absence of any
lower-energy solution to the NLSE.
On the other hand, one can readily observe that

Wilczek’s result leads to paradoxical (unphysical) con-
sequences. (i) Let us consider the large coupling limit
(λ → +∞). In that limit, the soliton width shrinks
to zero like λ−1, and the wavefunction amplitude near
the antipode of the soliton shrinks exponentially (|ψ|∼√
λ e−λπ/2). The sensitivity of the system to the AB flux

α should also be exponentially small (in particular, the
flux-induced variation of the ground state energy should
be exponentially small as well), and the dynamics of a
classical lump (which is of course completely insensitive
to the AB flux and has a static ground state) should be
recovered in the limit λ→ +∞, in striking contrast with
Wilczek’s result. (ii) When coupled to some external en-
vironment (e.g., the electro-magnetic field, if the particles
are considered to carry some electric charge), the rotat-
ing lump would radiate energy while being in its ground
state, thereby violating the principle of energy conser-

vation (arguably physics’ strongest principle). Wilczek’s
considerations on this highly critical issue, namely the
suggestion that the coupling to the environment could
be reduced by using higher multipoles or suppressed by
placing the system in a cavity, amount to dismissing the
problem without addressing the paradox convincingly.
These remarks thus strongly suggest that Wilczek’s

rotating-soliton state is not the ground state and that
the true ground state is actually a stationary state, as
I show below. The solution of the NLSE for arbitrary
flux is too lengthy and technical to fit in this Com-
ment (the reader is referred to Ref. [3] for details); thus
I shall give here only the solution for α = 1

2 , which
is sufficient to disprove Wilczek’s claim. One first no-
tices that the flux α can be gauged away from the NLSE
by the transformation ψ(φ) = eiαφψ̃(φ), resulting in the
twisted boundary condition, ψ̃(φ+2π) = e−i2παψ̃(φ).
So, for α = 1

2 , one simply has to solve the NLSE with
α≡ 0 and antiperiodic boundary condition. The correct
ground state has the following stationary wavefunction:
ψ̃(φ) = kK
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cn(φKπ , k); K ≡ K(k) and E ≡ E(k) are
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−1)K]
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[5]. Solving explicitly these equations confirms that the
present state has a lower energy than Wilczek’s one. For
strong coupling (λ → +∞), fully analytical results can
be obtained for any value of the AB flux α: the flux de-
pendence of ground state energy then takes the simple
asymptotic form ∆ε=−3[1−cos(2πα)]λ2e−πλ, which is
in fact negative (this is due to the lump being narrower
for α = 1

2 than for α = 0, leading to more effective at-
tractive coupling) and much lower than Wilczek’s result

(∆ε= α2

2 ), and does not lead to any unphysical paradox.
Wilczek himself admitted that his proposal is “per-

ilously close to fitting the definition of a perpetuum mo-
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α≡ 0 and antiperiodic boundary condition. The correct
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present state has a lower energy than Wilczek’s one. For
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be obtained for any value of the AB flux α: the flux de-
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energy ∆ε is just the corresponding rotational kinetic en-
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